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7 Laboratoire de Physique Théorique⋆⋆ Université de Paris XI, MPPI/CNRSAbstrat. Simulation of Lattie QCD is a hallenging omputational problem. Currently, tehnologialtrends in omputation show multiple divergent models of omputation. We are witnessing homogeneousmulti-ore arhitetures, the use of aelerator on-hip or o�-hip, in addition to the traditional arhi-tetural models.On the verge of this tehnologial abundane, assessing the performane trade-o�s of omputing nodesbased on these tehnologies is of ruial importane to many sienti� omputing appliations.In this study, we fous on assessing the e�ieny and the performane expeted for the Lattie QCDproblem on representative arhitetures and we projet the expeted improvement on these arhite-tures and their impat on performane for Lattie QCD. We additionally try to pinpoint the limitingfators for performane on these arhitetures.1 IntrodutionQuantum hromodynami (QCD) is the theory of strong interation in the domain of subnulear physis.Lattie QCD (LQCD) is a numerial method based on QCD �rst priniples, the only one able to omputereliably many quantities of high sienti� relevane. It is based on a disretization of spae time and a Monte-Carlo method. The system being an extremely omplex one and the number of degrees of freedom being ofthe order of a billion today, a number promised to inrease in the future, LQCD needs heavy, e�ient andheap enough omputing tools (hardware and software).The goal of the alulation is to produe, aording to a given probability law resulting from the theory,a wide statistial sample of �gauge on�gurations,� eah of whih being a large �le of omplex numbers.Although using e�ient algorithms whih will be desribed in the next setion, it requires a very largeamount of omputing power.Simulation of this theory is one of the grand hallenge problems in part beause of the small perentageof the omputation load usually being observed on most omputing arhitetures. Assessing the performaneand e�ieny on new arhitetures, and based on di�erent algorithmi representation of this problem, isimportant to get loser to the omputational power needed for this problem. This omputation tends tohave low utilization and e�ieny on most general-purpose omputing failities, leading to ine�ient poweronsumption and unrealisti demands on the number of required omputational nodes. So far building aspeial mahine for simulating the Lattie QCD problem has been a widely used approah [1,2,3℄. Themotivation to build speialized omputing failities, despite all the assoiated overheads, is the enormousomputational power needed in addition to the speial harateristis of the omputation of the LattieQCD.
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For this problem, an optimal omputing node should o�er support for omplex arithmeti instrutions,large register �le, SIMD instrutions, software ontrolled ahe management and balaned memory band-width and ommuniation bandwidth to the omputational power. Multiple suessful balaned designs werehistorially build for Lattie QCD [1,2,3℄, but the overhead of design and maintenane is usually high. Build-ing out of ommodity omponents that best �t the problem harateristis is a very attrative alternative, butit requires a areful analysis of the problem, together with the analysis of the large spetrum of arhiteturalalternatives.Currently, the driving fores for omputer arhiteture push multiple tehnologies with no lear onver-gene to performane/power overall winner. We intend to explore these tehnologies, guided by the om-putational requirements of the Lattie QCD. As it is extremely di�ult to exhaustively experiment all theemerging tehnologies, we hoose to fous on two groups of tehnologies:� General-purpose homogeneous nodes: we desribe our e�orts to assess the trade-o�s of implementingthe Lattie QCD omputation on di�erent arhitetures. We mainly foused on Itanium and Pentiumarhitetures. These two arhitetures represent two major design alternatives in general purpose om-puting. The EPIC arhiteture for Itanium proessor relies on the ompiler in managing instrutionparallelism, while the supersalar arhiteture for the Pentium proessor relies on hardware managementof instrution parallelism. Both arhitetures are deployed suessfully to build highly salable mahines.� Heterogeneous omputing nodes: we investigate the use of speialized aelerators to improve the perfor-mane of a omputing node. The �rst alternative we explored is the use of Intel Xeon proessor assistedby a G80 NVIDIA graphi ard as an aelerator, a heterogeneous multi-hip alternative. The seondalternative we explored is based on integrating aelerators with the main proessor on hip, providinga heterogeneous system-on-hip kind of arhitetures. A good representative of this arhiteture is theIBM Cell broadband engine.The objetive of this study is to ompare future tehnologies prospet for the simulation of Lattie QCD.We do not seek a generalized omparative study of all future arhitetural trends; we target the omparisonbased on the requirements for the simulation of the Lattie QCD omputations.Our study reveals that the performane of the Lattie QCD omputation an be greatly improved usingspeialized aelerators. More importantly, we predit that the imbalane of the omputational power toommuniation bandwidth for the Lattie QCD will remain an obstale for all the studied arhiteture.E�ient usage of the omputational power will rely heavily on the level of expliit resoure managementthat a partiular hardware will o�er.The rest of this paper is organized as follows: Setion 2 introdues the Lattie QCD problem and itsphysial formulation. Setion 3 introdues analysis of the performane of single node based on various ar-hitetural alternatives. Setion 4 disusses the needed improvements in the performane of the disussedarhitetures and ontrast it with their expeted or planned evolution. Setion 5 disusses the performaneimpat of the ommuniation arhiteture for a large sale system. Setion 6 onludes this work.2 The Problem of LQCDIn Lattie QCD, the four-dimensional spae-time ontinuum is simulated by a four-dimensional lattie, oflength respetively X,Y, Z, T in the four diretions, with quark quantum �elds on eah lattie site and gluonquantum �elds represented by SU(3) matries on eah link between these sites. SU(3) refers to 3× 3 unitarymatries of omplex numbers of unit determinant. The 3-dimensional spae in whih these matries at isreferred to as the spae of the three quark �olours". The spinors are represented by four SU(3) vetors,eah omposed of three omplex variables. The alulation aims at omputing the average values of physialquantities, whih are funtions of these �elds, aording to a probability distribution also depending on the�elds, and derived by a disretization proedure from the basi QCD Lagrangian. This average is taken overthe full spae of all the possible values of the �elds. This spae is known as the �eld on�guration spae.The integration of quark �elds is done formally, leading to a ompliated non-loal probability distribution:the determinant of the very large �Dira operator� matrix, whih depends only on the gluon �elds. The2



probability law is desribed by a ompliated expression depending only on the gluon �elds i.e. the SU(3)matries. We all gauge on�guration a set of SU(3) matrie matries de�ned on all links. The probabilitylaw is thus de�ned in the spae of gauge on�gurations.For large latties the spae of gauge on�gurations is a variety with dimensionality of the order ofbillions. Only a Monte-Carlo method allows suh a huge alulation. To estimate the average values of thephysial quantities we need representative samples of gauge on�gurations (say about 5000) for every set ofparameters, generated aording to the above-mentioned probability law. The Hybrid Monte-Carlo (HMC)algorithm [4℄, or variants of it suh as the Polynomial HMC (PHMC), the Rational HMC (RHMC), is usedto generate these samples. This is a very heavy alulation. In the following disussion, we will onsider anHMC implementation ahieved by the ETMC ollaboration [5,6℄.The run is deomposed into �trajetories,� whih are indeed trajetories of a omplex dynamial systemdepending on the SU(3) matries. Eah trajetory leads from one gauge on�guration to the next one of oursample. The Hamiltonian of this system is devised in suh a way as to generate gauge on�gurations witha large enough probability. At the end of the trajetory a Metropolis test ensures the orret probabilitylaw. The trajetory is divided into steps. After every step the gauge on�guration is updated. During thestep, the gauge on�guration stays unhanged. The algorithm manipulates objets named �Wilson spinors.�One Wilson spinor is omposed by a spinor (12 dimensional omplex vetor) on every lattie site. Duringthe step, whihever variant of the algorithm being used, there is an iteration of the multipliation of a large�Wilson spinor� by the large matrix named �Dira operator� leading to an output �Wilson spinor�. This partis linear algebra and it is the most time-onsuming part of the algorithm.The multipliation of the Wilson spinor by the Dira Operator is mainly performed in the ETMC odeby a routine named �Hopping_Matrix�, whih is ontributing about 90% of the total exeution time [7℄.Wilson spinors as well as the gauge on�gurations are very large arrays. As we shall see the major problemto produe e�ient omputations is to ensure fast enough data transfer to and from the omputing units. It isworth notiing that the stability of the gauge on�guration, during very many iterations of the multipliationof Wilson spinors by the Dira operator, allows a signi�ant redution of the data to be transferred if onemanages to keep the SU(3) matries in some kind of fast aess memory lose to the omputing units. Thisis not easy in general beause the gauge matries onstitute rather large arrays.The multipliation of the Wilson spinor by the Dira operator is expressed in formula (1): the ationsof the Dira operator involves a sum over quark �spinors� (ψ(i)) multiplied by a gluon �eld (Uµ(i)) throughthe spin projetor.
χ(i) =

∑

µ=x,y,z,t

{

κµUµ(i) (I − γµ)ψ(i+ µ̂) + κ∗µ U
†
µ(i− µ̂) (I + γµ)ψ(i− µ̂)

} (1)where κx = κy = κz = κ and κt = κ exp iπ/T , κ is the "hopping parameter" and the phase exp iπ/Texpresses the anti-periodi boundary onditions in the time diretion. The gluon �eld SU(3) matries arelabelled by their starting site and the spae-time diretion of the link on whih it is de�ned.The ode we onsider ontains two variants of the algorithm. The �rst one named �full-spinor� orrespondsto the diret appliation of equation (1), while the seond named �half-spinor� proesses via two phases whihan be expressed by the following set of equations: First phase (K series):
φµ(i,+) = κµUµ(i) (I − γµ)ψ(i+ µ̂) φµ(i,−) = (I + γµ)ψ(i− µ̂) (2)seond phase (L series):

χ(i) =
∑

µ=x,y,z,t

φµ(i,+) + κ∗µ U
†
µ(i− µ̂)φµ(i,−). (3)The pros and ons of both variants depend on the arhiteture and will be disussed later.In the next setions we will present studies on numerous arhitetures and lattie sizes. Our general goalis the Peta�op as justi�ed in setion 5. Working on one node we have in mind di�erent sublatties aordingto di�erent possible deompositions of the full lattie. We also varied the lattie size in order to highlightthe role of the di�erent arhitetural omponents (e.g., ahe size, et).3



3 The Performane of a Single Computing NodeThe performane of lattie QCD on a multiproessor mahine relies heavily on the performane of the indi-vidual omputing nodes. In this setion, we will start by outlining the arhiteturally independent attributesof the Hopping_Matrix routine that will interat with the arhitetures under investigation. We will thendisuss the performane based on these individual nodes in separate setions.
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Fig. 1. Computation shemes of the Hopping_Matrix routine based on the full-spinor and the half-spinorversions.In the Hopping_Matrix routine, the omputation of the spinor involves 1608 8 �oating-point operationsper lattie site touhing 360 �oating-point variables. We fous on the two implementations already mentioned,the full-spinor and the half-spinor ones. The full-spinor version pulls all the data needed to ompute anoutput spinor from all surrounding sites. These data inlude the gauge �eld links and the spinors. In eahall of the Hopping_Matrix routine, the gauge links show non-redundant regular aess, while reads of thesurrounding spinors usually arry redundany and irregularity of aess beause eah input spinor appearsin the omputation of eight di�erent output spinors. To solve this problem in aessing data, the half spinorversion arries the omputation in two phases. In the �rst phase, eah input spinor is visited one and theomputations related to all the surrounding spinors are pushed to the surrounding spinors in intermediatehalf-spinor strutures. Writing of the output half-spinors is aligned to optimize the aess pattern in theseond phase. In the seond phase, the results of the �rst phase are used to ompute the output spinors. Theaess of the half-spinors intermediate struture is more regular. The advantage of the half-spinor version isthat irregular pattern of aess is assoiated with the writes of the �rst phase and not with data reads. Inmost general-purpose arhitetures, memory reads are more ritial to performane. On the other hand, theaessed data are inreased by about 7% for the half-spinor version ompared with the full-spinor version.Figure 1 shows four ode variants of the ode explored in this study. The omputation an be deomposedinto two phases of omputation, in the half-spinor version. Additionally, the omputation an be further8 This number is larger than the ommonly quoted 1320 �ops per site, the di�erene being due to the multipliationby the fator κµ in eq. (1). 4



deomposed based on the number of spae diretions. Figure 2 depits the two main phases of the half-spinor omputation that allow friendlier ahe behavior on proessors with ahe hierarhy.
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<+84&!7$+*#&68'8&&Fig. 2. Hopping_Matrix is splitted into two phases, Kseries (phase one), then Lseries (phase two) withalmost balaned ode, data, CPU time.For proessors with normal ahes, e.g. Itanium and Pentium, we will fous on the half-spinor versionbeause of its performane advantage, for omputing nodes using aelerators we will explore both tehniques.The most dominant attribute of Hopping_Matrix omputation that a�ets performane is the low ompu-tation to memory aess ratio, as shown in Figure 3. This analysis assumes no temporal loality in inter-allsto the Hopping_Matrix routine. This assumption is valid taking into aount the large footprint assoiatedwith reasonable lattie size, in addition to the alternations in the omputation between multiple input dataon onseutive alls to the routine.This omputation to memory aess ratio does not exeed 1.05 double preision �oating point operationsper byte. This ratio is usually as low as 0.56 FP/byte if the lattie data is not ahed. In ontrast, reuseof data is related to the data size for dense matrix-matrix multipliation, though it is partly exploitedusing bloking due to limited ahe sizes. Cahing the lattie data is di�ult to ahieve beause we tendto hoose bigger lattie to mitigate the ost of ommuniation between nodes. The Lattie QCD problemrequires dividing the lattie among many ooperating nodes, whih need to ommuniate results. To overomethe disparity between the ommuniation bandwidth and the omputational power of the proessing node,we tend to inrease the sublattie size per node. The omputation grows linearly with volume while theommuniation grows linearly with the surfae. Figure 3 shows that improving (inreasing) the omputationto ommuniation ratio linearly requires exponential growth in the required memory spae.Another worth noting attribute is that the gauge �eld onstitutes about 75% of the data aessed (statimemory footprint) ompared with 12.5% for input spinors. At runtime for the full-spinor version, the inputspinors vetor represents 55% of the dynamially aesses data with the least regular aess pattern beauseof the spin-projetion operator. For the half-spinor version, most of the aessed data at runtime belongs tothe intermediate data strutures arrying the half-spinor data.In the following subsetions, we present our study �rst on the use of homogenous omputing nodesbased on Pentium and Itanium proessors, then, on the use of heterogeneous nodes where a general purposeproessor is assisted by a speial aelerator to speedup �oating point omputations. We spei�ally presentour study on the use of Nvidia GPU assisting an Intel Xeon proessor and the use of the IBM Cell BE.3.1 Baseline Code - Pentium4In order to have a base of omparison, the performane of the HMC/ETMC ode is measured on an IntelXeon Presott proessor at 3.2GHz with 16KB L1 and 1MB L2 (using one ore).5



Fig. 3. Summary of the attributes of the Hopping_Matrix routine in terms of memory requirements, densityof omputation to aess and aess pattern.The HMC/ETMC ode omes with an optimized version for SSE SIMD instrutions. These are vetorinstrutions able to perform 2 double preision operations in one single instrution issue. As a matter offat the use of SIMD SSE Pentium instrutions is expliit in the ode, by the use of dediated intrinsis. Itbasially addresses the omputations on the spinor vetors (omplex vetors of size 3).Performane have been measured on two input data sets. The �rst one is a lattie of size 44. The seondone is a lattie of size 163
× 32. Performane results are desribed in Figure 4 for two versions, with andwithout SSE. First, based on the number of �oating point operations at eah lattie site (see Setion 3) -1608 operations per site -, the lok yle ounter and the frequeny of the Pentium (3.2GHz), we foundthat the speed of the original ode is about 2.3 GFlops for the 44 lattie and 1.5 GFlops for the 163

× 32lattie when using the SSE instrutions. This means that the original ode Pentium version is already highlyoptimized (peak performane is 6.4 GFlops in double preision). The better performane for the smallerlattie is probably due to data reuse that annot be exploited so well with the large size.
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In the original version, Hopping_Matrix runs one loop for eah of the two half-spinor omputation, oneloop for all diretions on the odd sites, then one loop for all diretions on the even sites (Figure 1.B). Theoriginal ode su�ers from two main de�ienies on Itanium arhiteture:� Analysis of the ompiler generated assembly ode [8℄ shows that the ompiler has di�ulty optimizingthe whole basi blok of the loop. Too many instrutions and a too high register pressure prevent theompiler for instane to software pipeline the loop. This has a high impat on Itanium arhiteture.� While some data (in partiular the gauge �elds) are reused through the omputation, the size of thevolume prevents data from staying in ahe between two uses.Note that there is no SIMD ode for Itanium, unlike for Pentium, the ode onsidered is plain C ode.This leads to two transformations: eah loop of the two phases is tiled so that data within a tile stays inahe, and the tiled loop is split for all diretions of omputation in order to enhane the quality of ompiledode. Figure 1.D shows the struture of the resulting ode: eah of the two parallel loops are tiled and thehalf-omputations orresponding to eah diretion within eah of these loops are exeuted sequentially.Figure 5, on the left, shows performane of the two versions w.r.t. lattie sizes. For a small lattie ofsize 44, all the data �t in L2 ahe, tiling only introdues overhead and performane reahes 3.2 GFlops(peak performane is at 6.4 GFlops in double preision). For a medium size lattie of size 83
∗ 16, the datais still in L3 but no longer in L2. There is a light performane improvement of the tiled version, that nearlyreahes 3 GFlops. Finally, when the lattie is too large even for L3 ahe, the tiled version outperforms theoriginal ode by 60%. The e�et of tiling redues the impat of L3 ahe misses but as the reuse fator is low(between 2 and 3) and does not grow with the lattie volume, memory aesses still drive the performanefor large enough latties.The overall performane gain for the whole HMC ode reahes 40% speed up for a 163

∗32 lattie. The besttile size for the arhiteture has 128 iterations and orresponds to a maximum usage of the ahe hierarhy.3.3 Computing Node Based on CPU Assisted by a GPU AeleratorThe use of GPUs for sienti� omputing is urrently under investigation by many researh groups and givesvery promising results for many sienti� appliations [9℄. We investigated the use of NVIDIA G80 GTXgraphi ard GPU board hosted on a server of quad-proessor Intel Xeon proessor at 1.86GHz, 4MB L2ahe. The NVIDIA G80 GTX GPU is omposed of 16 multiproessors that are interonneted to bankedDRAMs through an impressive bandwidth of 78.6 GB/s. Figure 6 depits the layout of onneting a GPUaelerator to a CPU through a PCI Express bus.

Fig. 6. Computing node based on a CPU assisted by a GPU aelerator.The parallelization proess for GPUs is traditionally done based on vendor ompiler. Expressing problemis failitated with the advent of general-purpose programming tehnology, suh as CUDA [10℄ by NVIDIA [11℄.7



Even though parallelization is done through the ompiler, the programmer arries the responsibility oftransforming the ode in a way that enables e�ient parallelism. A must-do transformation is to removeontrol-�ow instrutions whenever possible. For ontrol-�ow variables with limited outomes, lookup tablesan be used or redundant omputation in onjuntion with masking to introdue ontrol-�ow free ode.These tehniques an prove e�etive in assisting the generation of SIMD operations.In our implementation, we explored the e�et of work granularity on performane. The granularity onethread impats on the resoures alloated to this thread, in partiular onerning the number of registers(8192 for NVIDIA 8800 GTX). Apparently, the Cuda ompiler tries not to redue the amount of parallelismbelow 64 threads, assigning at most 128 physial registers per thread. Among alternatives explored, we triedthe half-spinor version and the full spinor version. For both versions, either eah thread arries the responsi-bility of the whole omputation of an output spinor (oarse-grained implementation) or the omputation isdivided among 16 threads of omputation, based on the number of the dimension of the spae. Eah threaditerates through multiple sites of the output spinor array. The oarser the thread omputation the more thestress on the resoures beause more resoures are needed to redue the pressure on memory. Given that thememory aess lateny on GPU in the range of 400-600 yles, it is neessary to redue the memory aessfrequeny, espeially sine the ahing within the GPU is severely limited in size.For Hopping_Matrix omputation, we notied the less the granularity of the work assigned to the threadthe better the performane ahieved. Figure 7 shows the e�et of granularity hoie on performane. Numberof threads per multiproessor is set to 64 (higher number fail to launh for oarse-grained tasks beause ofthe exessive resoures required). We experimented the two versions of the omputation half-spinor andfull-spinor, disussed in Setion 3.For oarse-grained versions, even with the inreased memory pressure, the half-spinor version (two threadsper spinor omputation) provides a better performane ompared with the full-spinor (one thread per spinoromputation). When the spinor omputation are split among 16 threads (of �ne-granularity) for both thehalf-spinor and the full-spinor tehniques, the full-spinor version beome better than the half-spinor versionbeause the former has less frequeny of aessing the memory.
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ompared with exhanged data auses the ommuniation overhead between the GPU and CPU to mountto 40% of the total exeution time even for a large lattie size of 323
× 32.To improve the ratio of �oating point operations to data exhanged, we alloated some of the arrays thatare used to hold the intermediate spinor omputation to the GPU memory. Using this tehnique, we reduedthe data exhange frequeny to one fourth and the ontribution of data ommuniation to total exeutiontime is lowered to 11%. This tehnique requires ommuniating the omputed spinors less frequently in amulti-node implementation.Figure 8 shows that inreasing the sublattie size improves the performane up to a ertain extent. Usingintermediate spinor arrays to do multiple step of the Hopping_Matrix redues the spinor memory exhangeoverhead between the CPU memory and the GPU memory. The performane ahieved is about 6.2 G�opsin single preision. The e�ieny of Lattie QCD omputation on GPUs is in the range of 3-4% of the peakperformane beause of the low reuse of data and the omplexity of the data aess pattern that inreaseson�iting aesses of the GPU memory banks.3.4 Computing Node Based on the Cell BEOn the Cell BE, we explored again both the half-spinor and the full-spinor implementations of the Wilson-Dira operator. Two data layouts are onsidered: small latties that an �t in the loal store and large lattiesthat are stored in the main memory and DMAed to the loal store in hunks.Cell broadband engine (BE) is a unique arhiteture in integrating speialized aelerator proessors,alled synergeti proessing element SPE, to the main PowerPC based proessor. Eah SPE has a limitedmemory, alled loal store, large register �le of 128 16-byte registers and a speialized SIMD proessingelement. The hip integrates XDR memory ontroller in addition to FlexIO ontroller. This integration leadsto a bandwidth to the memory up to 25.6 GB/s. Figure 9 outlines the main omponents of the Cell BE.The Cell BE is known for being di�ult to program partly beause of the detailed ontrol it gives tothe programmer over memory management of the di�erent address spaes of SPEs and the main memory.Speial DMA alls are usually required to ontrol data transfers. Transforming ode to perform e�iently inSIMD mode is an additional traditional obstale to exploit SPE proessors. Relying on ompiler is an optionthat is yet to mature for this kind of arhiteture. The limited loal store size and its separate address spaeadd an additional dimension to the omplexity of aessing the data. As the data assigned to a omputingnode will not �t in the loal store, subset of the data needs to be brought to the loal store for proessing.

Fig. 9. Computing Node based on aelerator on hip, represented by IBM Cell BE.Two options exist in bringing data: The �rst divides the sublattie assigned to the Cell BE into furthersmaller sublatties with the possible data exhanges between SPEs. The seond option divides the ompu-tation into frames of data, where SPEs do not need to ommuniate data. The �rst alternative, whih will9



be presented with the half-spinor implementation in this work, have the potential of reduing the pressureon the memory bandwidth. On the other hand, it requires frequent ommuniation between the SPEs andmore synhronization of points. The seond alternative, whih will be presented with the full-spinor imple-mentation, requires less synhronization and data exhange between SPEs, but may su�er from some lostopportunities in reusing data aessed by the neighboring SPEs. The little reuse of the data in the LattieQCD omputation enourages making this trade-o�.Implementation based on Half-spinor version All SU3 objets (vetors, matries) have been trans-formed into 4-way omplex DP vetors and 4x4 omplex matries to allow for an easy SIMDization usingSPU intrinsis. This is ostly in additional �ops (2656 instead of 1608) but allows, beyond diret measure-ments, a simple grasp on di�erent senarios depending on the size of the loal store. It is assumed that 4Ksites are loated on eah SPU and 128K sites on eah CELL. Double bu�ering is always used aross thesesenarios. They are :S1 : very small urrent loal store size, all of Wilson spinor, gauge matrix and half spinors have to be movedin or out to/from main memory for eah site between both phases ;S2 : half spinor will be kept in the loal store memory (or very lose to it) ;S3 : the gauge matrix will be kept into LS or around ;S4 : both the half spinor and gauge matrix an be alloated into loal store (the 'Golden Cell').The outome is that senario S1 demands a bandwith value well above the available loal store to mainmemory bandwidth (3.2 GB/se/spu), leading to a degraded SPU performane (1.8 GFlop/se/spu insteadof 2.4 for other senarios). Senario S3 is very interesting, even if it does require an extra e�ort about loalstore size inrease : it is worth reminding that the Gauge Matries remain onstant over many alls of theHopping_Matrix routine.

Fig. 10. Site data �ows inside of Hopping_Matrix within the 2 phases. The input (Kseries) and output(Lseries) spinor indexes are di�erent (di�erent sites), hene the relevant Gauge Matries (site dependent)are also di�erent.Implementation based on the full-spinor version SIMDizing the ode requires aligning the data in away that an be aessed with the least number of data shu�es. Eah spinor is aessed in eight di�erentontexts (due to the spin projetion operator in Equation (1) depending on the spae diretion. Eah aessinvolves di�erent operations and memory aess pattern for the real and imaginary part of every omplexvariable. Unfortunately, SPEs do not support omplex arithmeti instrution set. Dynami memory aessesof the input spinors onstitute 55% of the data aessed as shown in Figure 3, while it represents only 12.5%10



of the stati data aessed. Unfortunately, we annot fuse these data statially beause the same spinor isaessed in eight ontexts with di�erent surrounding spinors in eah ase.To overome this di�ulty, we devise a tehnique, alled runtime fusion, that fuses the input data usedfor the omputation of multiple onseutive spinors. The real parts of these input data are fused into singleregister, and similarly for the imaginary part. For instane a 16 byte register requires fusing the omputationof two output spinors of double preision or four single preision output spinors. Figure 11 shows the layoutof the runtime data fusion tehnique. Runtime fusion merges the omputation of unrolled loop, thus groupingthe data of similar aess pattern into 16 byte words. The result of the omputation is then sattered bakinto multiple spinors results. Cell BE allows suh tehnique beause of the large register �le. Almost 6 KBof data are touhed during the omputation of a group of two output spinors in double preision.

Fig. 11. Runtime data fusion tehnique for the full-spinor version on Cell BE. Fig. 12. Performane vs. used SPE for Hop-ping_Matrix in single and double preision.This tehnique leads to performing the Hopping_Matrix routine with 80 G�ops of single preision om-putation and 8.7 G�ops of double preision omputation. Double preision is not optimized in the urrentgeneration of Cell BE, but PowerXCell 8i with eDP arries an optimized engine for the double preision thatis apable of 50 G�ops for the Hopping_Matrix routine.Realisti lattie size needs to be stored in the main memory and be retrieved in piees for proessing.The omputational power for single preision Hopping_Matrix would require 48 GB/s of the memory, farbeyond the 25.6 GB/s bandwidth available. The input spinor is redundantly aessed 8 times during theomputation of the input spinor array. Bandwidth an be saved, if non-redundant data are brought to theloal store memory from the external memory, then the redundant part is onstruted inside the SPE loalstore memory. The saving in bandwidth an be 25% for a sublattie size of 163
× 16.We exploited above attributes, in the pattern of spinor aess, to ahieve omputation performane forthe Hopping_Matrix of 31.2 G�ops for single preision and 8.6 G�ops for double preision. Figure 12 showsthe performane ahieved while hanging the number of the SPE used. For single preision omputation,four SPE are able to deliver the maximum the hip an a�ord. In fat the performane will slow down by5% if all the SPEs are used. The demand of bandwidth of these 4 SPEs mount to 23.5 GB/s, i.e., almostsaturating the bandwidth to the external memory.The same behavior is expeted for the double preision with the new PowerXCell 8i with enhaned doublepreision.4 Antiipated Future Evolutions and ComparisonsIn this setion, we will try to disuss the expeted performane evolution for the studied arhitetures inthe future, for both homogeneous general-purpose ore and based on aelerators. Our study shows that the11



use of aelerators an greatly help to boost the omputational performane of the main kernel routine forLattie QCD. We will try to disuss the most important riterion that will in�uene the hoie between thestudied aelerator arhitetures, for Lattie QCD.Expeted advanes for Pentium/Itanium For the end of the year 2008, the next generation of Itaniumarhiteture proessor, Tukwila, and Xeon proessor are expeted to integrate a new memory ontroller,named Common System Interfae. This ontroller will o�er fast point-to-point proessor ommuniation andwill have a peak inter-proessor bandwidth of (up to) 96 GB/s and a peak memory bandwidth of 34 GB/s(�rst proessor are expeted to have only a bandwidth of around 24 GB/s). This would then be omparableto the urrent memory bandwidth of Cell BE and would improve performane for out-of-ahe latties.The best performane obtained for Hopping_Matrix is when all the lattie �ts in ahe (L2 and L3). ForMonvale proessor, this orresponds to latties up to the size of 83
× 16. Tukwila is planned to have a 30MBshared L3, for 4 ores. Without any hange in the miro-arhiteture, a sustained 3 GFlops/ore would thenbe obtained for latties of 83

× 32. Any inrease in the future of ahe sizes would help to maintain a highlevel of performane.Experimental results for a whole multi-ore proessor, taking advantage of multi-ore interations, arestill to be obtained. E�ieny for Pentium/Itanium ode on one ore is as high as 50% for smaller latties(only onsidering Hopping_Matrix) but for the whole ode, it is 18%. The e�ieny on a multiore node ofBlueGene/P is by omparison of 16%, i.e. a sustained G�ops performane 2.2 G�ops/node (4 ore/node).Future prospets of the Cell BE The double preision omputation is improved on the new generationCell EDP engine (PowerXCell 8i). Simulation experiments show that the Cell EDP is expeted to deliver 16G�ops of double preision omputation. Three to four SPE will also be able to saturate the bandwidth fordouble preision beause no improvement to the bandwidth to the memory is introdued.An inrease in the loal store size an redue the pressure on the bandwidth by improving reuse ofthe data brought to the SPE. The unused SPEs an be turned o� thus saving power. The performaneof Lattie QCD odes on the Cell BE would improve if the bandwidth to the memory is improved in thefuture generations of the Cell. The kernel routine implementation an saturate up to double the bandwidthfor single preision omputation on urrent generation Cell BE. For double preision implementation onCell EDP, the Hopping_matrix routine an saturate more than triple the urrent memory bandwidth (89GB/s are needed to observe 50 G�ops of double preision omputation on Cell EDP). If at one point oftime these bandwidths are ahieved, then omplex arithmeti instrutions would be needed to ahieve moreperformane.Expeted advanes on the GPU So far, most GPUs lak e�ient support for double preision ompu-tation. This is to be reti�ed in the near future. Exeption handling for �oating point is also not supported.The bandwidth of data exhange between the GPU and the memory is in the verge of doubling. Beauseof the dependeny of performane on this sare bandwidth, we do not expet that having multiple GPUonneted to the same CPU northbridge will be an e�etive solution. The e�ieny of Lattie QCD ompu-tation on GPUs is in the range of 3-4% of the peak performane beause of the low reuse of data and theomplexity of the data aess pattern that inreases on�iting aesses of the GPU memory banks. Theseissues may require further investigations for better data alignment.Reliability of the results obtained by GPUs is a major onern. GPUs historially served graphi appli-ations that require high performane but also an tolerate some errors at runtime. Certainly, for sienti�omputing this unreliability is di�ult to retify at the algorithmi level. Software solution to unreliabilityusually results in loss of performane.Cell vs. GPU performane omparison Among the fators dominating the performane that an beahieved by any omputing node for Lattie QCD are the bandwidths to the memory system, and the pro-grammability of the omputing node. The best bandwidth observed is urrently assoiated with integratingthe memory ontroller on the die with the miroproessor. The low omputation to memory aess ratio12



makes the performane heavily reliant on the memory bandwidth, espeially for miroproessor ores withSIMD instrution set. The urrent bandwidth to memory winner is the Cell BE; that is why it deliverspromising performane numbers.The GPU performane is bounded by the low ratio of omputation to data transfer: a large volume ofommuniated data has to pass through the bounded bandwidth between the host memory and the GPUmemory. Another hallenge is that the irregular pattern of aessing spinors annot be handled e�ientlywhen the job of SIMDization is handed to the ompiler. The ompute kernel performane for Lattie QCDusually relies on hand-oded optimizations to ahieve the most out of the experimented arhiteture. Ex-pressing the problem in a way that allows e�ient ompiler SIMDization requires more study.The low e�ieny of omputation on GPUs makes the Watt/G�ops ratio as high as 28. In the PowerXCell8i, Lattie QCD requires 3 Watt/G�ops for single preision and about 6 Watt/G�ops for double preision,assuming none of the SPEs is turned o�.Expeted performane evolution and the Lattie QCD problem The performane of a single nodean inrease in the future generation arhiteture beause of the hane of having higher integration on asingle hip. For instane, the future generation Cell BE is expeted to have more SPEs per Cell hip andmore multiproessor on the GPUs, and more ores per hip for multi-ore systems.Our study leads us to believe that the e�ieny of utilizing the omputational resoures on any of thesefuture arhitetures will ontinue to be sub-optimal. The Lattie QCD reuse of data is less than averageappliations that most manufaturers balane their design for.Using/designing a omputing faility based on ommodity omputing omponents an be used withLattie QCD given that enough resoure management is expliitly allowed. Expliit management an allowusing resoures based on the balane needed for Lattie QCD, for instane by swith-o� omputing resouresnot used beause of the memory bandwidth bottlenek.Balaning the resoures for a omputing node, bandwidth to memory, and ommuniation between nodes,an be ahieved based on resoure management rather than speial system designs.Currently, for Lattie QCD, our study shows that we annot ahieve less than 3-6 Watt/G�ops, meaningmulti mega watts for Peta�ops apable mahine. The needed performane for Lattie QCD requires generaltehnologial improvement in performane and power onsumption as well as to failitate miro-tuning toinrease the e�ieny of handling the spei�s assoiated with the Lattie QCD omputation.5 Multi-node SystemsThe goal of lattie QCD in the oming years is to ompute real QCD i.e. with light quarks possessing themass they have in nature. This means typially a pion twie lighter than usual present omputations whihimplies a length twie larger in physial units. To inrease the auray of the ontinuum limit and to allowalulations with heavy quarks a typial redution of the lattie spaing by a fator 2 will be welome. Thisleads to a multipliation by 4 of the lengths in lattie units, i.e. a saling fator of 256. Starting from alattie of 323
× 64 we end up with a 1283

× 256. This is of ourse only a rough estimate. We need to gainmore than two orders of magnitude whih amounts indeed to a Peta�ops sustained performane. The presentstate of the art, on Bluegene/P, with the baseline ode studied in this paper, reahes about 2.2 G�ops perquadri-ore node, i.e. 22 Tera�ops for ten raks (10000 nodes).5.1 The E�et of Communiation Arhiteture on PerformaneSimulating Lattie QCD with physially meaningful size requires the use of a large number of omputingnodes. For instane simulating a 1283
× 256 lattie requires 8192 nodes eah solving a 163

× 16 sublattie.The ommuniation between the 8192 nodes is of ritial importane to the performane, espeially whenthe omputing node performane is improved signi�antly. Many mahines built for Lattie QCD used 3Dtorus network for onneting the omputing nodes [1,3℄. A urrent projet for QCD speialized mahine,QPACE [12℄, ontinues adopting this network topology with omputing nodes based on the PowerXCell 8i.13



The ommuniation of the Hopping_Matrix follows the nearest-neighbors ommuniation pattern. Withthe large volume of ontiguous data ommuniated, this ommuniation pattern relies mostly on the linkbandwidth to determine the ommuniation lateny. Assuming a simple model for ommuniation latenygiven by the equation communication latency = setup time + data size/bandwidth.Then, the ommuniationlateny an be omputed easily ompared with the omputation time. The ommuniation lateny dependson the bandwidth, as a large setup time of 1 µs will ontribute less than 1% of the ommuniation lateny. InFigure 13, we present the ommuniation as a perentage of the omputation time for the Hopping_Matrixroutine. We did the omputation assuming multiple performane estimates for the omputing nodes rangebetween 1G�ops to 16G�ops. For simpliity, we assumed that the omputation power will not vary greatlywith the set of sublattie volumes experimented (arrying 8K to 1M spinors). The sustained link bandwidthis 250MB/s per link, whih is about the expeted sustained bandwidth from Blue gene/P interonnetionnetwork (at 55% of the peak bandwidth).We have three sublattie volumes eah with two strutures. For instane, the sublattie 43
× 128 is ofthe same volume as 83

× 8, similarly for sublatties 83
× 128 and 163

× 16, and sublatties 163
× 256 and

323
× 32. The omputation to ommuniation ratio is proportional to the volume to surfae ratio. Theequal edge sublatties are favored by the bigger omputation to ommuniation, but would require a 4Dinteronnetion network (16 unidiretional links of 250 MB/s sustained). Sublatties with di�erent link sizeare what we usually have to embed the four-dimensional lattie into nodes interonneted with 3D topology.Assuming 3D interonnetion network for a sublattie 43

×128, Figure 13 shows that having a node of 16G�ops will lead to a ommuniation that is 1.9 times the ompute time. Inreasing the sublattie volume isone solution that leads to inrease the requirement of the memory substantially as shown earlier in Figure 3.For instane to derease the ommuniation to 50% of the ompute time, we need to inrease the sublattieto 163
× 256 (requiring to aess to 805 MB in one Hopping_Matrix all). We pratially try to math thephysial memory to the data aessed in a massively parallel mahine beause having virtual memory muhlarger than the physial memory is penalized by the expensive IO aess, espeially for an appliation likeQCD that streams the data from the memory most of the time, with little reuse.Most of the high performane node, like Cell BE and Power6, embed a memory ontrolled on the hip andan be onneted to a limited physial memory (usually in the range 0.5 to 2 GBytes). The ommuniation anbe ut to half if we adopt 4-dimensional interonnetion network, assuming preserving the link bandwidth,similar to that of the QCDSP [2,13℄, requiring 16 unidiretional links per omputing node.

Fig. 13. Communiation as a perentage of the ompute time for di�erent sublattie shapes and di�erentomputation power of nodes. Sustained link bandwidth is assumed to be 250MB/s per diretion.14
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