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#### Abstract

The problem considered st that of amplementing recursive quertes, expressed in a logic-based language, by effictent fixpoint computations In particular, the stituation is studed where the inttal bindings in the recursive predicate can be used to restrict the search space and ensure safety of execution Two key techntques prevtously proposed to solve thas problem are (1) the highly effictent counting method, and (a) the magic set method which is safe in a wider range of sttuations than (i) In this paper, we present a family of methods, called the magic counting methods, that combines the advantages of ( z ) and (it) This ts made possible by the stmalarty of the strategtes used by the counting method and the magic set method for propagating the bindings This paper introduces these new methods, examınes thear computational complexty, and sllustrates the trade-offs between the family members and thesr superiority with respect to the old methods


## 1. Introduction

The Counting Method [BSMU,SZ1,SZ2] and the Magic Set Method [BSMU, SZ1] are among the most significant techniques [BR] developed for supporting logic-based data languages such as Naill [UI] or LDL [TZ] The former method is normally more efficient than the latter, but the latter is safe in a wider range of situations than the former In this paper, we present a family of methods, called Magtc Counting Methods,
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that combine the strengths of both The combination is made possible by the fact that the counting method and magıc set method use simılar strategies for propagating bindings

In this paper, we first introduce a general framework whereby the counting method and magic set method are compared and their computational behavior analyzed (Sections 2 and 3) This framework is then used to introduce and prove the correctness of the Independent Magic Counting Methods, and a refinement of these called the Integrated Magic Counting Methods (Sections 4 and 5) The rest of the paper discusses the the implementation of these methods and their computational complexities We find that there exists a welldefined efficiency hierarchy among them

Throughout the paper, we consider the query pro$\operatorname{gram} Q$ composed by the query goal

$$
P(a, Y) ?
$$

and the following rules

$$
\begin{aligned}
& P(X, Y)-E(X, Y) \\
& P(X, Y)-L\left(X, X_{1}\right), P\left(X_{1}, Y_{1}\right), R\left(Y, Y_{1}\right)
\end{aligned}
$$

where $P$ is a recurstve predicate and $E, L$ and $R$ are database predicates The first rule, which does not contain any recursive predicate in the body, is called an exit rule, whereas the second rule is called a recurstve rule The answer of the query is the set of pairs $(a, b)$ that can be inferred from the logic program and from the facts stored in the (finite) database relations corresponding to $E, L$ and $R$

The above query is an abstraction of a large class of similar queries, for instance to obtain the well-known same-generation example [BMSU], we can assume that both $L$ and $R$ correspond to a relation Parent storing the facts that the person $X_{1}$ (or $Y_{1}$ ) is parent of $X$ (or

[^0]$Y$ ), and if we simplify the exit rule as
$$
P(X, X)
$$
thus, every person is of the same generation of himself, and the query asks for all persons who are of the same generation as $a$ "

It is also easy to generalize this query by letting $L$ and $R$ be derived predıcates or conjuncts of these, and $X$ and $Y$ be replaced by several arguments On the other hand, the above query has a clear graph interpretation where the methods and results can be shown without too heavy a notation Moreover, since a similar graph interpretation holds for a large class of queries, notably all queries that can be expressed using only one lnear recursive rule, it turns out that all results found for the query at hand can immediately be extended to this important class, which was studied in [SZ1] under the name of canonical strongly hnear queries Furthermore, further extensions to more general queries are possible, although more difficult and outside the scope of this paper

## 2. The Counting Method and the Magic Set Method

The counting and the magic set methods rewrite the rules and the query goal so that the answer can be constructed efficiently by means of two fixpoint computations For the example at hand, the counting method produces the following modified query program $Q_{C}$

COUNTING METHOD

$$
\begin{align*}
& C S(0, a)  \tag{1}\\
& C S\left(J+1, X_{1}\right)-C S(J, X), L\left(X, X_{1}\right)  \tag{2}\\
& P_{C}(J, Y)-C S(J, X), E(X, Y)  \tag{3}\\
& P_{C}(J-1, Y)-P_{C}\left(J, Y_{1}\right), R\left(Y, Y_{1}\right)  \tag{4}\\
& \text { Answer }(Y)-P_{C}(0, Y)  \tag{5}\\
& \text { Answer }(Y) ?
\end{align*}
$$

Rules 1 and 2, are called counting rules as they define the counting set $C S$, while (3) and (4) are called modified rules ( $J+1$ is an obvious notation of conventence, in actual Prolog we should write $J 1$ instead and have a goal " $J 1$ is $J+1$ ")

On the other hand, the magic set method produces the following query $Q_{M}$

MAGIC SET METHOD

$$
\begin{align*}
& M S(a)  \tag{1}\\
& M S\left(X_{1}\right)-M S(X), L\left(X, X_{1}\right) \tag{2}
\end{align*}
$$

$$
\begin{align*}
& P_{M}(X, Y)-M S(X), E(X, Y)  \tag{3}\\
& P_{M}(X, Y)-M S(X), L\left(X, X_{1}\right),  \tag{4}\\
& P_{M}\left(X_{1}, Y_{1}\right), R\left(Y, Y_{1}\right) \\
& \text { Answer }(Y)-P_{M}(a, Y)  \tag{5}\\
& \text { Answer }(Y) ?
\end{align*}
$$

Rules 1 and 2, are called the magic set rules as they define the the magic set $M S$, while (3) and (4) are called modified rules

Two queries are said to be equivalent when they have the same answer (as per the well defined semantics of Horn clause queries [VK]) Then, we have the following result that establishes the conceptual correctness of the magic set and counting methods

FACT $1[S Z 1]$ The querses $Q, Q_{C}$ and $Q_{M}$ are equivalent $\square$

Let us next examine the problem of implementing these methods using a least fixpoint computation To that end, we use a convenient mixture of Horn clause and procedural programming notation

The counting set $C S$ is computed by the following fixpoint computation (the semicolon is used as enddelimiter for both rules and statements)

## COUNTING SET COMPUTATION

```
begin
    \(C S(0, a)\),
    \(J=0\),
    while \(C S\left(J, X_{1}\right)\) do
    begin
    \(\operatorname{CS}\left(J+1, X_{1}\right)-\operatorname{CS}(J, X), L\left(X, X_{1}\right)\),
        \(J=J+1\),
        end,
end
```

Thus, we assume that we are working with a variable two-column relation CS corresponding to the predicate In the fixpoint computation, we perform relational algebra operations on relations, which, for simplicity and expressivity of notation, we represent by their equivalent Horn-clause form Thus, in the first step, our variable relation is assigned the relation containing only the tuple ( $0, a$ ) The fixpoint computation step consists of taking the semijoin of the current relation with that representing $L\left(X, X_{1}\right)$ and incrementing the first column by one We thus assume that the new tuples so generated are added to the variable relation (eg, using Prolog assert) Thus, the test $\operatorname{CS}\left(J, X_{1}\right)$ falls only after the last fixpoint iteration has failed to produce any new tuple As we will discuss extensively later, there are
situations ( 1 e, in the presence of cycles), where the loop test never fails and the fixpoint computation never terminates In these situations, we will say that the counting method is not safe, ie, the answer cannot be computed in a finite amount of time [UI, SZ2]

Using the seminaive fixpoint approach [Ban, BaR ], we can express the fixpoint computation of magic sets as follows (to implement the fixpoint computation we have introduced an index that records the steps at which a value is first introduced)

## seminaive magic set computation

$$
\begin{aligned}
& \text { begin } \\
& \quad \overline{M S}(0, a), \\
& \quad I=0, \bar{M}, \\
& \quad \text { while } \overline{M S}\left(I, X_{1}\right) \text { do } \\
& \quad \begin{array}{l}
\text { begin } \\
\quad \overline{M S}\left(I+1, X_{1}\right)- \\
\quad \overline{M S}(I, X), L\left(X, X_{1}\right), \operatorname{not}\left(\overline{M S}\left(-, X_{1}\right)\right), \\
\quad I=I+1, \\
\text { end, } \\
\text { end }
\end{array}
\end{aligned}
$$

The final magic set can be computed as

$$
M S(Y)-\overline{M S}\left(\_, Y\right)
$$

le, by projecting the index out
The difference between the magic set computation and counting set fixpoint is thus clear, this difference reduces to the presence of $\operatorname{not}\left(\overline{M S}\left(\ldots, X_{1}\right)\right)$ in the magic set fixpoint, 1 e , to the condition that $\left(I+1, X_{1}\right)$ is not added to $\overline{M S}$ if $\left(J, X_{1}\right)$ is already in $\overline{M S}$ (for some $0 \leq J \leq I)$ Such negation can be implemented using the set difference operation of relational algebra

## 3. Computational Complexity of Methods

In order to characterize the data underlying the query and to obtain insight on the behavior of the methods, we need to associate a graph $G$ with the query, in the following way
a) For each value in the domains underlying $L$ or $R$, there is a corresponding node in $G$ If the same value appears both in $L$ and $R$ then there will be two distinct associated nodes in $G$ (one may think they have some label to distinguish them) Therefore, the nodes of $G$ are partitioned into $L$-nodes and $R$-nodes
b) For each pair $(b, c)$ in $L$, there is an $\operatorname{arc}(b, c)$ in $G$, where both $b$ and $c$ are $L$-nodes
c) For each pair $(b, c)$ in $E$ such that $b$ and $c$ are also database constants of $L$ and $R$, respectively, there is an $\operatorname{arc}(b, c)$ in $G$ where $b$ is an $L$-node
and $c$ is an $R$-node
d) For each pair $(b, c)$ in $R$, there is an arc $(c, b)$ in $G$, where both $b$ and $c$ are $R$-nodes
The query graph $G_{Q}=<N, A>$ is the subgraph of $G$, induced by all nodes that are reachable from $a$ (recall that $a$ is the constant in the query goal) We call a the source node of $G_{Q}$ The query graph $G_{Q}$, in turn, is composed by the three subgraphs $\left.\left.G_{L}=<N_{L}, A_{L}\right\rangle, \quad G_{E}=<N_{E}, A_{E}\right\rangle \quad$ and $G_{R}=\left\langle N_{R}, A_{R}\right\rangle$, such that $A_{L}, A_{E}$ and $A_{R}$ are all the arcs in $A$ corresponding to pairs in $L, E$ and $R$, respectively It is easy to see that $N_{L}$ and $N_{R}$ are disjoint and contain $L$-nodes and $R$-nodes, respectively, and $N_{L} \cup N_{R}=N$ On the other hand, $G_{E}$ is a bipartite graph having arcs from $L$-nodes to $R$-nodes Finally, $A_{L}, A_{R}$ and $A_{E}$ are disjoint and $A_{L} \cup A_{R} \cup A_{E}=A \quad$ The number of respective nodes of $G_{Q}, G_{L}, G_{R}$ and $G_{E}$ will be denoted by $n, n_{L}, n_{R}$ and $n_{E}$, while the number of respective arcs is denoted by $m, m_{L}, m_{R}$ and $m_{E}$

Let $b$ and $c$ be two nodes in the query graph If there is a path from $b$ to $c$ with length $k$, we say that $c$ has a distance $k$ from $b$

Consider the graph $G_{L}$ It follows directly from the definitions that the nodes of this graph are the magic set values, $N_{L}=M S$ Thus we will call $G_{L}$ the Magic Graph and refer to magic graph nodes and magic set values as synonyms The counting set CS consists of pairs ( $J, b$ ) where $b$ is a node in the magic graph and $j$ is its distance from the source node $a$, as it will be shown below The set of values obtaned from $C S$ by projecting the indices out will be denoted $C S_{-1}$, obviously $C S_{-1}=M S$ Moreover, let $I_{b}$ denote the set of indices $\jmath$ such that $(\jmath, b)$ is in $C S$ Then a node $b$ will, respectively, be called
a) single if $I_{6}$ is a singleton set,
b) multiple if $I_{6}$ has a finite cardinality greater than one,
c) recurring if $I_{b}$ is infinite

The magic graph of a query will be called regular, when all its nodes are single and non-regular otherwise

For the query graph of Figure 1, $G_{L}$ is the subgraph induced by the nodes $a, a_{1}, \quad, a_{5}$, while $G_{R}$ is the subgraph, represented by darker arcs, induced by the nodes $b_{1}, \quad, b_{0}$ The graph $G_{E}$ is composed by the dashed arcs in Figure 1 The magic graph is regular since all nodes in $G_{L}$ are single, 1 e , they have a unique distance from $a$ If we add the tuple $\left\langle a_{2}, a_{5}\right\rangle$ to the relation $L$ then the query becomes acychic and the node $a_{5}$ becomes multiple, instead, if we add the tuple $\left\langle a_{5}, a_{2}\right\rangle$ then the query becomes cyclic and the nodes $a_{2}, a_{3}$ and $a_{5}$ become recurring


Fig 1. Query Graph
Proposition 1 summarizes the properties of query graphs

PROPOSITION 1 Let $Q$ be a query and $G_{Q}$ be the query graph Then $M S=C S_{\rightarrow}=N_{L}$ In addition, given a node $b$ in $G_{L}$,
a) $\quad b$ is single if and only if all directed paths from the source node a to $b$ in $G_{L}$ have the same distance,
b) $b$ zs multiple $f$ and only if there at least two directed paths from $a$ to $b$ in $G_{L}$ with different length,
c) $b$ is recurring if and only of there is a cyclic directed path from $a$ to $b$ in $G_{L}$, and
d) the set $I_{b}$ of indices associated to $b$ coincides with the set of all distances of $b$ from $a$
As shown in [SZ1,MPS], there is also a simple graph based interpretation of the query answer

FACT 2 A node $b$ is in the answer of $Q$ if there is a (posssbly cyclic) directed path from the source node $a$ to $b$ in $G_{Q}$ such that this path is composed by exactly $k$ arcs from $A_{L}$, one arc from $A_{E}$ and $k$ arcs from $A_{R}$, where $k$ is any non-negative integer $\square$

Consider the query instance whose graph is shown in Figure 1 Then $b_{5}$ is in the answer because of the path $a, a_{1}, b_{8}, b_{5}$ The other answer nodes are $b_{7}, b_{8}, b_{9}$ and $b_{8}$ Note that the latter node is in the answer because of the cyclic path

$$
a, a_{1}, a_{3}, a_{5}, b_{8}, b_{\mathbf{3}}, b_{3}, b_{\mathbf{3}}
$$

The path from $a$ to $b_{9}$ is cyclic as well
Within the graph formalism, interesting complex1ty results about the magic set and the counting methods have been found in [MPS] The costs of the two methods are summarized in Table 1 for the different
kinds of Magic Graphs (MG) The basic cost unit is the cost of retrieving a tuple in a database relation In this table and throughout the paper, we use the notations $O$ and $\Theta$ for describing asymptotic time complexity If the cost function of an algorithm is $f(n)$, where $n$ is the problem size, and $g(n)$ is another function of $n$, then
a) $\quad f(n)=O(g(n))$, if there exists a constant $d$ such that $f(n) \leq d \times g(n)$ for all but some finite (possibly empty) set of non-negative values for $n$, and
b) $\quad f(n)=\Theta(g(n))$, if both $f(n)=O(g(n))$ and $g(n)=O(f(n))$

| MG | Countıng | Magıc Set |
| :--- | :--- | :--- |
| Regular | $\Theta\left(m_{L}+n_{L} \times m_{R}\right)$ | $\Theta\left(m_{L} \times m_{R}\right)$ |
| Acychic | $\Theta\left(n_{L} \times m_{L}+n_{L} \times m_{R}\right)$ | $\Theta\left(m_{L} \times m_{R}\right)$ |
| Cychc | unsafe $\dagger$ | $\Theta\left(m_{L} \times m_{R}\right)$ |

Tab 1 Costs of the counting and magic set methods
PROPOSITION 2 Let $C$ and $M s$ be the costs of the counting method and of the magic set method, respectively Then
a) If the magic graphs are regular then
$C=O(M s)$
b) If the magic graphs are acyclic and $m_{L}=O\left(m_{R}\right)$, then $C=O(M s)$
PROOF Since the number of arcs is always greater than the number of nodes, we have that $n_{L}=O\left(m_{L}\right)$ Hence, $n_{L} \times m_{R}=O\left(m_{L} \times m_{R}\right)$, thus, part a) of the proposition holds Furthermore, if $m_{L}=O\left(m_{R}\right), \quad$ then obviously $n_{L} \times m_{R}=O\left(m_{L} \times m_{L}\right)$ Therefore, also part b) of the proposition is proved $\square$

Proposition 2 says that the counting method always works better than the magic set method when the magic graphs are regular In addition, since it is realistic to assume that $m_{R}$ is, on the average, of the same order of $m_{L}$, it is fair to say that the counting method, on the average, works better than the magic set method when there is no cycle In fact, in the average, we have that $C=\Theta(n \times m)$ and $M s=\Theta(m \times m)$ Note that having $m_{L} \gg m_{R}$ is not sufficient for the magic set
f In [MPS] it has been shown that the counting method can be extended to deal with cyclic graphs and its cost is $\theta\left(m \times n^{8}\right)$ Also note that the costs for the magic set method are actually higher than those given in Table 1, since arcs not in $G_{Q}$ can be developed at each step of fixpoint computation using the modified rules For simplicity, these costs can be neglected since they simply reinforce the superiority of magic counting methods
method to work better than the counting method
Thus the counting method is superior to the magic set method in terms of worst case behavior This superionity is even more dramatic when typical behavior is considered, in the comparative study presented in [BR] the counting method was shown to be more efficient than all other methods (including the magic set method but excluding the [ HN ] method which is comparable performance-wise) Unfortunately, the potential presence of cycles in the database compromises the applicability of the counting method in many situations Note that, a database being logically acyclic (eg, a non-incestuous family tree) does not guarantee that the physical database is cycle free, since checking acyclicity upon updates is very expensive and not often done in practice -- thus there could be accidental cycles that throw the counting method astray Therefore, a method that combines the performance of the counting set method with the safety of the magic set method is highly desırable

## 4. Magic Counting Methods

We now propose a family of methods that combine the magic set and the counting methods and that are, therefore, called magic counting methods All methods in the family make use of a restricted magic set and a restricted counting set A restricted magic set, denoted by $R M$, is any (possibly empty and not necessarily proper) subset of $M S$ Likewise, $R C$ will denote any (possibly empty and not necessarily proper) subset $R C$ of $C S$, while $R C_{-1}$ denotes the set of values in $R C$ without their indices In addition, for each $b$ in $R C_{-1}, R I_{b}$ is the set of all indices associated to $b$ in $R C$ (obviously $R I_{b} \subseteq I_{b}$ )

The general structure of the magic counting methods consists of two steps In the first step, a restricted magic set $R M$ and a restricted counting set $R C$ is constructed, in the second step, both the magic counting method and the magic set method are applied using the restricted sets This second step is implemented as follows

> MODIFIED RULES \& QUERY FOR INDEPENDENT MC METHODS

$$
\begin{gathered}
P_{C}(J, Y)-R C(J, X), E(X, Y) \\
P_{C}(J-1, Y)-P_{C}\left(J, Y_{1}\right), R\left(Y, Y_{1}\right) \\
P_{M}(X, Y)-R M(X), E(X, Y) \\
P_{M}(X, Y)-M S(X), L\left(X, X_{1}\right) \\
\quad P_{M}\left(X_{1}, Y_{1}\right), R\left(Y, Y_{1}\right)
\end{gathered}
$$

$$
\begin{align*}
& \text { Answer }(X)-P_{C}(0, X)  \tag{5}\\
& \text { Anwer }(X)-P_{M}(a, X)  \tag{6}\\
& \text { Answer }(X) ?
\end{align*}
$$

Notice that the predicate $R C$ has replaced $C S$ in the exit rule of $P_{C}$ (Rule 1), while $R M$ has replaced the original $M S$ in the exit rule for $P_{M}$ (Rule 3) The recursive rules for both $P_{C}$ and $P_{M}$ (Rules 2 and 4) have remained as in the original magic set and counting methods It is easy to see that the $P_{C}$ and the $P_{M}$ rules operate independently from each other Therefore, these magic counting methods will be called independent

Let us next consider the issue of correctness of the magic counting methods A method will be sald to be correct if it generates the same answer as the original query for all posssble databases (1 e, by FACT 1, the same answer as the magic set method or the counting method) We then have this important result

THEOREM 1 An independent magic counting method is correct if and only if the following two condstions hold
a) $R M \cup R C_{-}=M S$, and
b) for each $b$ in $R C_{-1}-R M, R I_{b}=I_{b}$

PROOF Only-if part Let $M$ be a correct independent magic counting method We first prove that, for each instance of the query $Q$, $R M \cup R C_{-1}=M S$, where $M S$ is the magic set of the query and $R M$ and $R C$ are the reduced sets constructed by $M$ We carry out the proof by contradiction Suppose that, for a given query instance $Q$, a node $b$ is in $M S$ but not in $R M \cup R C_{-1}$ Let $k$ be the length of any (non-cyclic) path from the source node a to $b$ (by Proposition 1, such a path exists) We construct another instance of $Q$ by modifying the query graph as follows We add the new nodes $b_{k}, b_{k-1}$, , $b_{0}$ to $G_{R}$, and also introduce the $\operatorname{arc}\left(b, b_{k}\right)$ in $G_{E}$ and the $\operatorname{arcs}\left(b_{k}, b_{k-1}\right), \quad,\left(b_{1}, b_{0}\right)$ in $G_{R} \quad$ It is easy to see that the new graph corresponds to a new query instance $\bar{Q}$ Moreover, by Fact 2, the node $b_{0}$ is in the answer of $\bar{Q}$ Since the reduced sets are constructed by $M$ independently from the database predicates $E$ and $R$ ( $1 \mathrm{e}, G_{E}$ and $G_{R}$ ), the reduced sets for $\bar{Q}$ remain unchanged and do not contain the node $b$ Hence, since only those arcs of $A_{E}$ starting from a node in $M S$ or $R C_{-4}$ are used in the second step of the method $M$ (see Rules 1 and 3 of Step 2 for independent methods), the arc $\left(b, b_{k}\right)$ and, hence, the path from $a$ to $b_{0}$ is not taken into account Therefore, the method $M$ does not generate the node $b_{0}$-- a contradiction Let us now again proceed ab absurdo to prove that for each $b \mathrm{in}$ $R C_{-t}-R M, R I_{b}=I_{b} \quad$ Suppose not and let $k$ be an index in $I_{b}$ but not in $R I_{b}$ We modify the query graph
of the query instance $\hat{Q}$ as before The magic set does not use the new arc ( $b, b_{k}$ ) because $b$ is not in $R M$ and it cannot generate the pair ( $a, b_{0}$ ) The counting method uses the node $b$ but, since $R I_{b}$ does not contan the index $k$, the node $b_{k}$ does not have the index $k$ Hence, a path from $b_{k}$ to $b_{0}$ with length $k$ cannot be constructed by repeatedly using Rule $2,1 e, b_{0}$ is not marked as an answer (contradiction)

If part Let us now suppose that, for any query instance $\hat{Q}$, the independent magic counting method $M$ constructs the reduced sets in such a way that $R M \cup R C_{-t}=M S$ and for each $b$ in $R C_{-t}-R M$, $R I_{b}=I_{b} \quad$ We have to prove that $M$ is correct Consider any node $b_{0}$ in the query answer By Proposition 1 , there exists a path from $a$ to $b_{0}$ composed by $k$ arcs in $G_{L}$, the arc $\left(b, b_{k}\right)$ in $G_{E}$ and the arcs $\left(b_{k}, b_{k-1}\right)$ , $\quad\left(b_{1}, b_{0}\right)$ in $G_{R}$ If $b$ is in $R C_{-1}-R M$, the index $k$ is in $I_{b}$ by Proposition 1 and, then, in $R I_{b}$ since $R I_{b}=I_{b}$ by hypothesis The index $k$ is passed to $b_{k}$ by Rule 1 Hence, the counting method assigns the index 0 to $b_{0}$ by repeatedly applying Rule 2 Therefore, the node $b_{0}$ is included in the answer by Rule 5 Suppose now that $b$ is not in $R C_{-1}-R M$ We have that $b$ is in $N_{L}$ because it is the source node of an arc in $G_{E}$ Hence, since $N_{L}=M S$ by Proposition 1 and $R M \cup R C_{-1}=M S$ by hypothesis, $b$ is in $R M$ Rules 3 and 4 generate all pairs ( $c, d$ ) such that ( $b, e$ ) is in $A_{E}$ and there are paths from $c$ to $b$ and from $e$ to $d$ with the same length Hence, the pair ( $a, b_{0}$ ) is also generated and the node $b_{0}$ is included in the answer by Rule 6 This concludes the proof $\square$

Theorem 1 allows us to divide the nodes of the magic graph into the set $R C$ that uses the counting method and the set $R M$ that uses the magic set method Since the counting method is better than the magic method for all nodes but the recurring ones, the ideal solution assigns the recurring nodes to $R M$ and all others to $R C$ However, this ultimate goal is not easy to reach, because of the added complexity of detecting recurring nodes, thus, we present three alternative methods that approximate the ultimate goal with solutions that offer practical advantages of their own Since detecting non-regular graphs is easier than detecting cyclic ones, these methods use the regularity of the magic graph as their decision criterion

The simplest method to implement is the basic method, as follows
a) Bastc Method If the graph $G_{\perp}$ is regular then $R M=\emptyset$ and $R C=C S$, otherwise $R M=M S$ and $R C=\emptyset$ The basic method coincides with the counting method in the former case and


Fig 2. Magic Graph
with the magic set method in the latter case
For instance, the graph $G_{L}$ of Figure 2, is not regular, thus $R M=M S=\{a, b, \quad, l\}$ and $R C=\emptyset$

While the basic method removes the compile-time dilemma of having to chose between counting and magic sets, it is clearly suboptimal in the sense that the counting method should still be used for the parts of the graph which do not contain any multiple or recurring nodes The next method accomplishes that by recording the level at which non-regular nodes are first found
b) Single Method Let $z_{y}$ be the maxımum index such that all nodes in $C S_{- \text {; }}$ having an index less then $t_{z}$ are single Then, $R C_{-}$is the set of all (single) nodes with index less than $t_{z}$, and $R M=M S-R C_{-}$
In Figure 2, for example, we have $z_{z}=2, R C_{-1}=\{a$, $b, c, d\}$ and $R M=\{e, f$,

Using an index to partition the graph horizontally represents too coarse a criterion, since nodes in different vertical branches of the graph are smeared together For the example of Figure 2, for instance, the nodes $e, \quad, h$ are assigned to $R M$, although they are single The next method solves this problem
c) Multiple Method $R C_{-1}$ is the set of all single nodes and $R M=M S-R C_{-1}$ (i e, $R M$ contains all multiple and recurring nodes)
For the example of Figure 2, we have $R C_{-1}=\{a, b$, $c, d, e, f\}$ and $R M=\{g, h, t, \jmath, k, l\}$

Our final method uses counting for both single and multiple nodes
d) Recurring Method $R C_{-t}$ is the set of all single and multiple nodes and $R M=M S-R C_{-1}$ (thus, $R M$ contains all recurring nodes)
For the magic graph $G_{L}$ in Figure 2, the Recurring Method will produce, $R C_{-1}=\{a, b, c, d, e, f, h$, $k\}$ and $R M=\{g, 1, \jmath, l\}$

## 5. Integrated Magic Counting Methods

Before turning to the actual computation of the reduced set, let us observe how, in the last three methods, the $R M$ nodes have been relegated to the part of the graph most remote from the source-- 1 e , to the upper part of Figure 2 As the magic set computation for these nodes progresses, it moves to the lower part of the graph ( $1 e$, closer to the source node) where no recurring node exists -- thus it can be improved by using the counting method The integrated magic counting methods embody this improvement

MODIFIED RULES \& QUERYFOR INTEGRA TED MC METHODS

$$
\begin{gather*}
P_{M}(X, Y)-R M(X), E(X, Y)  \tag{1}\\
P_{M}(X, Y)-R M(X), L\left(X, X_{1}\right)  \tag{2}\\
P_{M}\left(X_{1}, Y_{1}\right), R\left(Y, Y_{1}\right) \\
P_{C}(J, Y)-R C(J, X), L\left(X, X_{1}\right)  \tag{3}\\
P_{M}(X, Y), R\left(Y, Y_{1}\right) \\
P_{C}(J, Y)-R C(J, X), E(X, Y)  \tag{4}\\
P_{C}(J-1, Y)-P_{C}\left(J, Y_{1}\right), R\left(Y, Y_{1}\right) \tag{5}
\end{gather*}
$$

Answer $(X)-P_{C}(0, X)$
Answer ( $X$ ) ${ }^{\text {? }}$
Rules 1 and 2 are those of the magic set method, whereas Rules 4 and 5 are those of the counting method Rule 3 contains the recursive predicate $P_{M}$ in its body Nevertheless, if the magic set method (first two rules) are apphed before the counting method, then $P_{M}$ is already solved and Rule 3 can be considered as an exit rule Indeed, this rule transfers the results of the magic set method to the counting method Therefore, these magic counting methods are called integrated

THEOREM 2 An integrated magic counting method ts correct if and only if the following conditions hold a) $R M \cup R C_{-1}=M S$, b) for each $b i n$ $R C_{-1}-R M, R I_{b}=I_{b}$, and c) the pasr $(0, a)$, where $a$ is the source node of the query graph, is in $R C$

PROOF It follows the lines of the proof of Theorem 1 ■

Also for integrated methods, we may have basic, single, multiple and recurring methods, according to the way the reduced sets are constructed However, by Theorem 2, the reduced counting set $R C$ cannot be empty Then we shall assume that an empty $R C$ actually means that $R C$ only contains the parr ( $0, a$ ) The integrated single method coincides with the magic counting method proposed in [SZ1]

We are interested in magic counting methods that are not only correct but also safe, 1 e , the answer to the query can be found in a finite amount of time via a fixpoint computation Let Step 1 denote the computation of the sets $R M$ and $R C$ The following proposition states that the safety of a magic counting method only depends on Step 1

PROPOSITION 3 An (integrated or independent) magic counting method ss safe if and only of for each instance of the query $Q$, the computation of Step 1 is safe $\square$

In the remaining sections, we discuss the four approaches for computing the reduced sets and we compare the corresponding methods for efficiency To this end, we shall denote the cost function of the basic method by $B$, single method by $S$, multiple method by $M$, or recurring method by $R \quad$ A subscript denotes whether the method is independent (IND) or integrated (INT) For instance $M_{I N D}$ is the cost function of the independent multiple method and $S_{I N T}$ is the cost function of the integrated single method Since the integrated basic method practically coincides with the independent one, we denote by $B$ the cost function of the two of them Finally, we continue to denote the cost functions of the counting method and the magic set method by $C$ and $M s$, respectively Also, if $M^{\prime}$ and $M$ are two methods, then $M^{\prime} \leq_{q} M$ will denote that $O_{M^{\prime}}=O\left(O_{M}\right)$ for magic graphs of type $q$, where $q=R$ stands for regular magic graphs, $q=A$ stands for non-regular acyclic ones and $q=C$ stands for nonregular cyclic ones When $M^{\prime} \leq M$ and vice versa, we write $M^{\prime}=M$ When $M^{\prime} \leq M$ holds only on the average case ( 1 e , if the bound $m_{L}=O\left(m_{R}\right)$ holds as it will happen on the average), then we use the notation $M^{\prime} \lesssim M$ For instance, the part a) and b) of Proposition 2 are expressed as $C \leq_{R} M s$ and $C s_{A} M s$, respectively We have $M s \leq_{c} C$ as well

## 6. Basic Magic Counting Methods

The basic magic counting methods just detect whether there is some multiple node in the magic graph When no such a node occurs, they use the counting method, otherwise they use the magic set method Thus, Step 1 is implemented as follows we extend the magic set predicate with an additional argument that records
whether this is the first occurrence of a node (1), or a successive one (2) Only first occurrences are used in the following steps, the multiple occurrences are not

```
begin
    \(\overline{M S}(0,1, a)\),
    \(I=0\),
    while \(\overline{M S}\left(I, 1, X_{1}\right)\) do
    begin
        \(M S\left(I+1, C, X_{1}\right)-M S(I, 1, X), L\left(X, X_{1}\right)\),
            if \(\overline{M S}\left(\ldots, 1, X_{1}\right)\) then \(C=2\) else \(C=1\),
        \(I=I+1\),
        end,
end
```

(note the use of $f$-then-else construct with the obvious meaning as per any implementation of Prolog)

At the end of the above fixpoint computation, if all nodes are single (1 e, there are no tuples ( $I, 2, Y$ ) in $\overline{M S}$ ), then $R M=\emptyset$ and $R C$ is computed as follows

$$
R C(I, Y)-\overline{M S}(I, 1, Y)
$$

On the other hand, if there is at least one multiple (or recurring) node ( i e , there are at least one tuple $(I, 2, Y)$ in $\overline{M S}$ ), then $R C=\emptyset$ (or $R C=\{(0, a)\}$, if the method is integrated) and $R M$ is computed as follows

$$
R M(Y)-\overline{M S}\left(\_, 1, Y\right)
$$

Then the following proposition follows directly from the definitions

PROPOSITION 4 The basic magic counting methods are correct and safe and thetr costs are the ones shown in Table 2 Furthermore, $B==_{R} C, B={ }_{A, C} M s$, $B \leq c C$, and $C \leq_{A} B$

■

| MG | Independent or Integrated |
| :--- | :--- |
| Regular | $\Theta\left(m_{L}+n_{L} \times m_{R}\right)$ |
| Non-Regular | $\Theta\left(m_{L} \times m_{R}\right)$ |

Tab 2 Costs of basic magic counting methods

## 7. Single magic counting methods

The single magic counting methods represent a simple extension of the basic methods They perform the same fixpoint computation as basic methods, but, at the end, they construct the reduced sets in a different way If all nodes are single then $R M=\emptyset$ and $R C$ is constructed from $\overline{M S}$ by projecting out the second index (as basic methods do) If there is at least one multiple (or recurring) node then the methods select the maximum index $:_{z}$ for which all nodes with index $: \leq i_{x}$
are single Then, $R M$ and $R C$ are computed in the following way

$$
\begin{aligned}
& R M(I, Y)-\overline{M S}(I, 1, Y), I \geq i_{x} \\
& R C(I, Y)-\overline{M S}(I, 1, Y), I<i_{x}
\end{aligned}
$$

(Again, if $R C$ turns out to be empty, then the integrated method adds the parr $(0, a)$ )

In order to present the complexity of single methods, we characterize the graph $G_{L}$ as follows Consider the subgraph of $G_{L}$ induced by all single nodes $b$ having a distance from a less than $i_{s}$ We denote the number of nodes and arcs of this subgraph by $n_{z}$ and $m_{z}$, respectively Moreover, we denote by $n_{i}$ the number of all single nodes $b$ such that $b$ has a distance from $a$ less than $i_{z}$ and there is no directed path from $b$ to any node with distance from a greater or equal to $i_{y}$ Le $m_{i}$ be the total number of arcs entering the above nodes Obviously, $n_{z} \geq n_{z}$ and $m_{z} \geq m_{\hat{z}}$ For the magic graph $G_{L}$ in Figure 2, we have $:_{z}=2$, $n_{z}=4, n_{z}=1, m_{z}=3, m_{\mathrm{z}}=1$

Thus we have the following proposition
PROPOSITION 5 The single magic counting methods are correct and safe and their costs are the ones shown in Table 3 Furthermore, $S_{I N D}={ }_{R} S_{I N T}=R B$, $S_{I N T} \leq_{A, C} S_{I N D}$ and $S_{I N D} \leq_{A, c} B$

PROOF It is easy to see that $R C_{-} \cup R M=M S$ In addition, $R C_{-\rightarrow}$ contains only single nodes Hence, every node in $R C_{-4}$ has only one index, thus, condition b) of Theorem 1 or 2 is satisfied Finally, if $R C$ is not empty, then it contains the pair ( $0, a$ ) since obviously $0 \leq i_{y}$ In the other case, we have added the above par It follows that also condition c) of Theorem 2 holds, so the single methods are correct Let us now discuss their complexity if the magic graph is regular, $R C_{-1}$ contains all nodes and the single methods comcides with the counting method Let us now suppose that the query is not regular It is easy to see that also in this case the reduced sets are constructed in $O\left(m_{L}\right)$ time Let us now consider the implementation of Step 2 The integrated single method works as the magic set method for all nodes in $N_{L}$ that have a distance from the source node $a$ greater or equal to $i_{s}$ Thus, the method finds all possible paths from such nodes to all nodes in $N_{R}$ Hence, the magic set part of the integrated method works in $\Theta\left(\left(m_{L}-m_{z}\right) \times m_{R}\right)$ time $O$ n the other hand, the method works as the counting method for all nodes with distance from $a$ less than $i_{s}$ Thus, its cost is $\Theta\left(n_{z} \times m_{R}\right)$ Note that the cost of the Rule 3 (see the implementation of Step 2 for integrated methods), where the results of the magic set method is passed to the counting method, has been already included in the cost of the magic set part of the
integrated method Using a similar argument, it is easy to see that the cost functions of the independent method for non-regular magic graphs, with or without cycles, are the ones shown in Table 3 Hence, all cost functions in Table 3 are correct and, therefore, the single methods are safe The cost function of the independent method is an upper bound for the cost function of the integrated method for non-regular graphs, since $m_{s} \geq m_{z}$ The other relationships among cost functions can be easily derived from Table 3 and Table $2 \square$

| MG | Independent | Integrated |
| :--- | :--- | :--- |
| Regular | $\Theta\left(m_{L}+n_{L} \times m_{R}\right)$ | $\Theta\left(m_{L}+n_{L} \times m_{R}\right)$ |
| Non- | $\Theta\left(m_{L}+\right.$ | $\Theta\left(m_{L}+\right.$ |
| Regular | $+\left(m_{L}-m_{\hat{z}}\right) \times m_{R}$ | $+\left(m_{L}-m_{z}\right) \times m_{R}$ |
|  | $\left.+n_{j} \times m_{R}\right)$ | $\left.+n_{z} \times m_{R}\right)$ |

Tab 3 Costs of the single magic counting methods
Proposition 5 says that the single methods work better than the basic ones and that the integrated single method works better than the independent one We note that the integrated single method coincides with the magic counting method presented in [SZ1]

## 8. Multiple Magic Counting Methods

We now propose multiple magic counting methods that fully exploit single nodes by including all of them in the reduced counting set To this end, the second argument of the magic set predicate records whether this is the first occurrence of a node or the second This time, both first and second occurrences are used to generate other nodes in order to identify all multiple or recurring nodes (thus, we may need to use the same path twice)

```
begin
    \overline{MS}}(0,1,a)
    I=0,
    while }\overline{MS}(I,C,\mp@subsup{X}{1}{})\mathrm{ , do
    begin
        MS}(I+1,C,\mp@subsup{X}{1}{})
            MS}(I,\hat{C},X),L(X,\mp@subsup{X}{1}{}),\operatorname{not}(\overline{MS}(_,2,\mp@subsup{X}{1}{\prime}))
            If \overline{MS}}(\ldots,1,\mp@subsup{X}{1}{})\mathrm{ then }C=2 else C=1
        I=I+1,
    end,
end
```

At the end of the above fixpoint computation, the multiple methods compute $R C_{\rightarrow}$ as the set of all single nodes and $R M$ as the set of all multiple/recurring nodes in the following way (recall that the magic set $M S$ is also needed for independent methods)

$$
M S(Y)-M S\left(\_, 1, Y\right)
$$

$$
\begin{aligned}
& R M(Y)-\overline{M S}(-, 2, Y) \\
& R C(I, Y)-\overline{M S}(I, 1, Y), \operatorname{not}(R M(Y))
\end{aligned}
$$

If $R C$ happens to be empty ( 1 e , there are no single nodes), then the integrated method adds the par ( $0, a$ ) In order to discuss the complexity of multiple magic counting methods, we denote by $n_{s}$ the number of all simple nodes in $G_{L}$ and by $m_{s}$ the number of arcs in the subgraph of $G_{L}$ induced by the simple nodes Besides, we denote by $n_{s}$ the number of all simple nodes $b$ in $G_{L}$ such that there is no directed path from $b$ to any multiple or recurring node Let $m_{s}$ be the total number of arcs entering the above nodes It is easy to see that $n_{s} \geq n_{s}, m_{s} \geq m_{s}, n_{s} \geq n_{r}, m_{s} \geq m_{s}$, $n_{s} \geq n_{i}$ and $m_{\hat{i}} \geq m_{i}$ For the magic graph in Figure 2, we see that $n_{s}=6, n_{i}=2, m_{s}=6$ and $m_{i}=3$

PROPOSITION 6 The multiple magic counting methods are correct and safe and thesr costs are the ones shown in Table 4 Furthermore, $M_{I N T} \leq_{A, C} M_{I N D}$, $M_{I N D} \leq_{A, C} S_{I N D}, \quad M_{I N T} \leq_{A, C} S_{I N T} \quad$ and $M_{I N D}={ }_{R} M_{I N T}=R \quad S_{I N T}={ }_{R} S_{I N D} \square$

| MG | Independent | Integrated |
| :--- | :--- | :---: |
| Regular | $\Theta\left(m_{L}+n_{L} \times m_{R}\right)$ | $\Theta\left(m_{L}+n_{L} \times m_{R}\right)$ |
| Non- | $\Theta\left(m_{L}+\right.$ | $\Theta\left(m_{L}+\right.$ |
| Regular | $+\left(m_{L}-m_{3}\right) \times m_{R}$ | $+\left(m_{L}-m_{\mathrm{s}}\right) \times m_{R}$ |
|  | $\left.+n_{i} \times m_{R}\right)$ | $\left.+n_{\mathrm{a}} \times m_{R}\right)$ |

Tab 4 Costs of multiple magic counting methods
From Proposition 6, we infer that the independent (resp, integrated) multiple counting method works better than the independent (resp, integrated) single method Besides, the integrated multiple method works better than the independent one

## 9. Recurring Magic Counting Methods

In order to cope with cycles in the reduced set computation, we observe that, in a graph with $K$ nodes, any path with length $>2 \times K-1$, is cychc Thus, we have the following algorithm, which also uses a set cardinality function (an efficient operation that does not change our complexity bounds)

```
begin
    \(\overline{M S}(0,1, a)\),
    \(I=0\),
    \(K=1\),
    while \(\overline{M S}\left(I, X_{1}\right), I<2 \times K-1\) do
    begin
        \(\overline{M S}\left(I+1, X_{1}\right)-\overline{M S}(I, X), L\left(X, X_{1}\right)\),
        \(K=\operatorname{cardinality}\left(\overline{M S}\left(\_, Y\right)\right)\),
        \(I=I+1\),
    end,
end
```

At the end of the above fixpoint computation, the recurring methods compute $R C_{-,}$as the set of all single and multiple nodes and $R M$ as the set of all recurring nodes in the following way

$$
\begin{aligned}
& \left.M S^{\prime}, Y\right)-\overline{M S}\left(\_, Y\right) \\
& R M(Y)-\overline{M S}(I, Y), I \geq K \\
& R C(I, Y)-\overline{M S}(I, Y), \operatorname{not}(R M(Y))
\end{aligned}
$$

If $R C$ happens to be empty ( e , all nodes are recurring) then the integrated method adds the pair $(0, a)$ to it

In order to perform the complexity analysis of recurring methods, we denote by $n_{m}$ and $m_{m}$ the number of multiple and single nodes and the number of arcs among such nodes Besides, we denote by $n_{m}$ the number of all simple or multiple nodes $b$ in $G_{L}$ such that there is no directed path from $b$ to any recurring node Let $m_{\hat{m}}$ be the total number of arcs entering the above nodes It is easy to see that $n_{m} \geq n_{s}, m_{m} \geq m_{s}$, $n_{m} \geq n_{\hat{m}}, m_{m} \geq m_{\hat{m}}, n_{\hat{m}} \geq n_{\hat{s}}$ and $m_{\hat{m}} \geq m_{\hat{s}}$ For the magic graph $G_{L}$ in Figure 2, we see that $n_{m}=8$, $n_{m}=7, m_{m}=9$ and $m_{\dot{m}}=8$

PROPOSITION 7 The recurring magic counting methods are correct and safe and their costs are the ones shown in Table 5 Furthermore, $R_{I N T} \leq_{A, C} R_{I N D}$, $R_{I N D} \lessgtr_{A, C} M_{I N D}, \quad \quad R_{I N T} \leqslant_{A, C} M_{I N T} \quad$ and $R_{I N D}={ }_{R} R_{I N T}={ }_{R} M_{I N T}=R M_{I N D} \square$

| MG | Independent | Integrated |
| :--- | :--- | :---: |
| Regular | $\Theta\left(m_{L}+n_{L} \times m_{R}\right)$ | $\Theta\left(m_{L}+n_{L} \times m_{R}\right)$ |
| Acyche | $\Theta\left(n_{L} \times m_{L}\right.$ | $\Theta\left(n_{L} \times m_{L}\right.$ |
|  | $\left.+n_{L} \times m_{R}\right)$ | $\left.+n_{L} \times m_{R}\right)$ |
| Cyclic | $\Theta\left(n_{L} \times m_{L}+\right.$ | $\Theta\left(n_{L} \times m_{L}+\right.$ |
|  | $+\left(m_{L}-m_{\hat{m}}\right) \times m_{R}$ | $+\left(m_{L}-m_{m}\right) \times m_{R}$ |
|  | $\left.+n_{\hat{m}} \times m_{R}\right)$ | $\left.+n_{m} \times m_{R}\right)$ |

Tab 5 Costs of recurring magic counting methods
Proposition 7 states that again the integrated method works better than the corresponding indepen-
dent method, and both methods work better than the counting method However, the reduced sets are not computed any longer in $O\left(m_{L}\right)$ time This means that the recurring methods work better than the corresponding multiple methods only on the average One could object that the implementation of Step 1 for recurring methods is a bit naive, and some other implementation could work better Indeed, we have a smarter implementation that computes the reduced set in $O\left(m_{L}+n_{m} \times m_{m}\right)$, thus the increase of complexity is only limited to the multiple nodes, whereas recurring nodes are detected in hnear time (Due to the space constraints of this paper, this algorithm is not given here, but see [Tar] for a depth algorithm that detects strongly connected components in linear time) We point out that the cost component $n_{m} \times m_{m}$ is due to the fact that we need to associate with every multiple node all possible distances from the source node This means that we cannot expect the same tangible improvement in passing from multiple methods to recurring ones as we had in moving from basic to single methods or from single to multiple methods

## 10. Conclusion

We have presented a family of methods that combine the strengths of two well-known methods for implementing logic queries for databases, namely, the magic set method and the counting method We have given necessary and sufficient conditions for the new algorithms, called magic counting methods, to be correct and safe In addition, we have divided the family of magic counting methods into independent methods and integrated methods, according to whether the magic set part and the counting part run independently from each other or co-operate Within each family, four methods were introduced, these are the basic method, the single method, the multiple method and the recurring method Every method is identified by two coordinates, one distinguishing between basic methods, single methods, multiple methods and recurring ones, and the second coordinate establishing whether the method is independent or integrated

A detailed efficiency analysis of the methods was performed and it was found that that there exists a clear herarchy among them In fact, if the first coordnate is fixed, then the integrated method works better than the independent ones, if the second coordinate is fixed, then a recurring method works better than a multiple one, a multiple one works better than a single one, and a single one works better than a basic one Finally, all magic counting methods are safe and work better than the magic set method, and they coincide with the counting method when the query is regular In Figure 3 we present this hierarchy in details The relationship
$\leq_{q}$ is denoted by a a solid arc labelled $q$, while the relationship $\leqslant g$ is denoted by a dotted arc The integrated basic method and the the independent basic method have the same cost, thus, they are represented by a one node, $B$ Since all magic counting methods have the same cost function for regular cases, the corresponding arcs are not included in Figure 3

These results were obtained for simple kinds of queries However, their extension to a larger class of queries, called canonical strongly linear in [SZ1], is reasonably simple Their extension to the completely general case is harder, but possible, and constitutes a topic for future research


Fig 3 Efficiency Hierarchy Among Magic Counting Methods
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