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Abstract

The recent advances in genomic technologies and the availability of large-scale microarray datasets call for
the development of advanced data analysis techniques, such as data mining and statistical analysis to cite a
few. Among the mining techniques proposed so far, cluster analysis has become a standard method for the
analysis of microarray expression data. It can be used both for initial screening of patients and for extraction of
disease molecular signatures. Moreover, clustering can be profitably exploited to characterize genes of
unknown function and uncover patterns that can be interpreted as indications of the status of cellular
processes. Finally, clustering biological data would be useful not only for exploring the data but also for
discovering implicit links between the objects. To this end, several clustering approaches have been
proposed in order to obtain a good trade-off between accuracy and efficiency of the clustering process. In
particular, great attention has been devoted to hierarchical clustering algorithms for their accuracy in
unsupervised identification and stratification of groups of similar genes or patients, while, partition based
approaches are exploited when fast computations are required. Indeed, it is well known that no existing
clustering algorithm completely satisfies both accuracy and efficiency requirements, thus a good clustering
algorithm has to be evaluated with respect to some external criteria that are independent from the metric
being used to compute clusters. In this paper, we propose a clustering algorithm called M-CLUBS (for
Microarray data CLustering Using Binary Splitting) exhibiting higher accuracy than the hierarchical ones
proposed so far while allowing a faster computation with respect to partition based approaches. Indeed, M-
CLUBS is faster and more accurate than other algorithms, including k-means and its recently proposed
refinements, as we will show in the experimental section. The algorithm consists of a divisive phase and an
agglomerative phase; during these two phases, the samples are repartitioned using a least quadratic
distance criterion possessing unique analytical properties that we exploit to achieve a very fast computation.
M-CLUBS derives good clusters without requiring input from users, and it is robust and impervious to noise,
while providing better speed and accuracy than methods, such as BIRCH, that are endowed with the same
critical properties. Due to the structural feature of microarray data (they are represented as arrays of numeric
values), M-CLUBS is suitable for analyzing them since it is designed to perform well for Euclidean distances.
In order to stronger the obtained results we interpreted the obtained clusters by a domain expert and the
evaluation by quality measures specifically tailored for biological validity assessment.

Keywords

Bioinformatics; Clustering; Biological data analysis

1. Introduction

Nowadays, microarray experiments allow the exploration of huge amounts of gene expressions using a single
chip. Moreover, the relatively moderate cost for a chip and the small sample preparation times, enable the
analysis of a large number of different experimental conditions, such as points of time-series experiments or
disease progression in a cohort of patients [33].
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This huge amount of data poses many challenges to the bioinformatics community such as finding the
behavior of set of related genes in different conditions. This goal is often achieved by means of cluster
analysis, i.e. the identification of similar patterns in different conditions [25]. Indeed, the ability to gather
genome-wide expression data has far outstripped the ability of human brains to process the raw data, thus
cluster analysis can help scientists to distill the data down to a more comprehensible level by subdividing the
genes into a smaller number of categories and then analyzing those [7], [9] and [15].

Further motivation for the exploitation of cluster analysis for biological data lies in the fact that similar patterns
found by clustering may correspond to co-regulation of genes [21]. Moreover, cluster analysis represents a
fundamental and widely used method of knowledge discovery [26], due to the valuable information it can
provide. In particular, the use of cluster analysis has become a standard method in literature for the analysis
of microarray expression data used both for initial screening of patients as well as for extraction of molecular
signatures of disease [24] or feature selection [5] and [30]. By cluster analysis, microarray data researcher
can focus on finding group of genes that exhibit a similar and coherent evolutionary patterns in a set of
patients or time-points. For instance Bayesian approaches have been largely used for data analysis, but their
limited scalability and efficiency prevent their use in large scale microarray datasets [27], [28] and [39].
Analogously, a large number of existing algorithms has been applied to microarray data starting from well-
known approaches; among those we mention here partition-based clustering (e.g. k-means [36]) and its
variants (e.g. fuzzy c-means [14]), density based clustering (e.g. DBScan [17]), hierarchical methods (e.g.
BIRCH [47], RIBHC [40]), and grid-based methods (e.g. STING [44] and [45]). In particular, agglomerative
hierarchical clustering has been used to partition set of patients into smaller groups characterized by
exploiting information on set of genes exhibiting similar evolution with respect to a set of similar conditions
(e.g. clinical conditions, time evolution or drug responses) [32].

Nevertheless, the logical and algorithmic complexities of this many-facet problem make this research activity
quite intriguing. Indeed, in spite of the new progress achieved in recent years (e.g., agglomerative clustering
[34], biclustering [1], genetic algorithm based clustering [35], non-metric clustering [19]), significant progress
should be expected in the future. In particular, it is well known that no clustering algorithm completely satisfies
both accuracy and efficiency requirements, thus a good clustering algorithm has to be evaluated with respect
to some external criteria that are independent from the metric being used to compute clusters. As an example,
bootstrapping techniques have often been used to calculate the significance of the obtained dendrogram [29].

In this paper, we propose M-CLUBS, a novel algorithm that exhibits quite good performances, in term of
speed, repeatability, accuracy and robustness to noise. M-CLUBS performances have been evaluated using
widely accepted clustering validity metric that are method independent thus quite reliable. M-CLUBS
excellent performances arise from some key feature of our algorithm, in particular:

. M-CLUBS is not tied to a fixed grid differently from grid-based methods (e.g. STING[44]),

. it can backtrack on previously wrong calculation since it performs first a top-down splitting of data and
then (eventually) it performs a bottom-up refinement of the obtained results,

. it performs also well on non-globular clusters (i.e. clusters that are not spherical in shape) differently
from k-means[36] and BIRCH [47].

In the following, after a presentation of our method, we show the M-CLUBS properties and finally as proof-of-
principle we discuss the performance of our algorithm using some publicly available dataset.

2. Approach

In this paper we propose a new hierarchical algorithm called M-CLUBS (for Microarray data CLustering Using
Binary Splitting) whose speed performances are better than k-means and whose accuracy overcomes
previous hierarchical algorithms while operating in a completely unsupervised fashion. The first phase of the
algorithm is divisive, as the original data set is split recursively into mini-clusters through successive binary
splits: the algorithm’s second phase is agglomerative since these mini-clusters are recombined into the final
result. Due to its features our algorithm can be used also for refining other approaches performances. As an
example it can be used to overcome k-means initial assignment problem since its low complexity will not
affect the overall complexity while the accuracy of our results will guarantee an excellent initial assignment of
cluster centroids. Further, our approach induces during execution a dynamic hierarchical grid that will better fit
the dataset with respect to classical grid approaches that exploit a fixed grid instead. Finally, the algorithm
exploits the analytical properties of the Sum of Squares (SSQ in the following) function to minimize the cost of
merge and split operations, and indeed the approach results really fast. One may argue that many different
measures could be used for cluster computation but the accuracy of SSQ is as good as other cluster distance
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measures, such as Single Link, Complete Link, Average (see Section 4) for real case scenarios and its
computation can be made faster than other measures.

Main Difference of M-CLUBS with respect to other approaches. M-CLUBS works in a completely
unsupervised way and overcomes the main limitations that beset other algorithms. In particular, we have that
(1) M-CLUBS is not tied to a fixed grid, (2) it can backtrack on previously wrong calculation, and (3) it performs
also well on non-globular clusters where clusters are not spherical in shape, this feature will be intuitively
understood after the partitioning and recombination strategy will be detailed in next section (BIRCH does not
perform as well, because it uses the notion of radius or diameter to control the boundary of a cluster, and the
same drawback also affects k-means like algorithms). Moreover we have that (4) M-CLUBS can detect the
natural clusters present in data, while in Birch each node in the auxiliary tree exploited (called CF tree) can
hold only a limited number of entries due to its size thus a CF tree node does not always correspond to what a
user may consider a natural cluster. Finally, (5) density based algorithms like DBSCAN are very sensitive to
clustering parameters like Minimum Neighborhood Points and they fail to identify clusters if density varies and
if the data set is too sparse and different sampling affects density measures, however we compared M-
CLUBS against OPTICS that allows to detect clusters with different densities instead. As will be clear by
experimental evaluation, M-CLUBS does not suffer these limitations due to the unique feature of SSQ and the
two-phase algorithm.

Another relevant parameter to take into account is the computational cost of the algorithms. In general
hierarchical algorithms are slower than partition based algorithms like k-means. Indeed, k-means is really fast
but the accuracy of the results could be not satisfactory, moreover k-means depends on the choice of the
number of cluster k and the initial assignment of the cluster centers. In particular, a wrong choice of the initial
cluster centers lead to an incorrect clustering. Indeed, M-CLUBS offers a good accuracy while performing a
really fast computation.

3. Methods

We first recall some basic notions exploited by our algorithm then we discuss our binary partitioning strategy
and the cluster quality measures we used to evaluate the obtained results. Throughout the paper, for each
dataset a d -dimensional data distribution D is assumed. D will be treated as a multi-dimensional array of
integers with volume n9 (without loss of generality, we assume that all dimensions of D have the same size).
The number of non-zero elements of D will be denoted as N . A range p; on the i th dimension of D is an
interval [1...u], suchthat 1 <1<u<n.Boundaries/ and u of p; are denoted by /b (p;) (lower bound ) and
ub(p;) (upper bound ), respectively. The size of p; will be denoted as size(p;)=ub(p;)-lb(p;)+1.A
block b (of D )isad -tuple {p;,....pq> Where p; is arange on the dimension i , for each 1<i<d.
Informally, a block represents a “hyper-rectangular” region of D . Ablock b of D with all zero elements is said
to be a null block . The volume of ablockb= {p1,...,pq?> isgivenbysize(p;)X...Xsize(pq) and will
be denoted as vol(b). Given a point in the multidimensional space x= {x,...,xq) , we say that x
belongs to the block b (writtenxeb)if/b(p;)<x;<ub(p;) foreachie[1l...d].

Given a block b= {pj.....pq» ,let x be a coordinate on the / th dimension of b such that
Ib(p;j)<x<ub(p;). Coordinate x divides the range p; of b into and
, thus partitioning b into and

. The pair {b’°¥ b"is") s said to be the binary splitof b along the
dimension / at the position x; dimension / and coordinate x are said to be the splitting dimension and the
splitting position, respectively.

Informally, a binary partition can be obtained by performing a binary spliton D (thus generating the two sub-
blocks D!°"* and D/“'f”h), and then recursively partitioning these two sub-blocks with the same binary
hierarchical scheme.

Definition 1.

Given a d -dimensional data distribution D with volume n¢, a binary partition BP of D is a binary tree such
that the root of BP is the block {[1...n],...,[1...n]) and for each internal node p of BP the pair of
children of p is a binary-splitof p . []

Given a dataset DS cluster analysis aims at producing a clustering C={C,...,C, } thatis a subset of the
set of all subsets of DS such that C contains disjoint (non-overlapping) subsets, covering the whole object
set (we refer in this paper exclusively to hard clustering problem, where every data point belongs to one and
only one cluster). Consequently, every point xeD S is contained in exactly one and only one set C;. These
sets C; are called clusters.
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Definition 2.
Let C¢ be a cluster (set) of N d -dimensional points. Let SZ(Sla---an)ZZpeQP be the vector
representing the sum of points in Cy. The center of Cy is . Let Q=(Qy,...,Qq), where

, be the vector whose i th coordinate is the sum of the squared / th coordinates of the points
in S . The SSQ (Sum of Squares) of C is defined as:

Turn on

we recall that N is the number of pointsin C and

thus we obtain by substituting:

finally by definition of Q; and S; we obtain:

From the latter, it is clear that, in order to quickly compute the SSQ of a cluster, we need only to store ,
and N. In the next section we will show how these information can be used effectively and efficiently to
optimize the divisive and agglomerative steps of the M-CLUBS algorithm.

3.1. Our clustering approach

In order to obtain a good trade-off between accuracy and efficiency we exploit in this paper a new fast
hierarchical approach. Among hierarchical algorithms, bottom-up approaches tend to be more accurate but
have a higher computational cost than the top-down approaches [26]. The higher cost is due to the higher
number of candidate clusters to be taken into account. To overcome this limitation, in our approach, the
agglomerative step is only used on mini-clusters generated by a first divisive process, this results in a
remarkable efficiency increase. Top-down partitioning exploiting greedy algorithms has been widely used in
the multidimensional data compression due to its efficiency. Here we use a similar divisive approach to
minimize the SSQ among the data belonging to clusters, we recall again that in literature many measures
have been proposed, e.g. EES (Error of Estimates) [42] that works in a similar way as SSQ but we chose SSQ
since it offers a really fast computation while maintaining an high accuracy in cluster model evaluation. Thus,
our clustering algorithm consists of two steps, where in the first step we use binary hierarchical partitioning to
produce a set of mini-clusters and in the second step, we pairwise merge the mini-clusters so obtained in a
bottom-up fashion. In both steps the clusters are defined by a hierarchical partition of the multi-dimensional
space. The partition can be compactly represented by a binary tree, where: (1) each node is associated with a
range of the multi-dimensional domain; (2) the root is associated with the whole data domain; (3) for each
inner node n, its children are associated with a pair of ranges representing a (rectangular) partition of n.

Each node also maintains summary information about points inside its range, to expedite the clustering
computation. The top-down splitting works as follows. As auxiliary structure, we maintain a priority queue of
clusters whose elements are ordered on the basis of the SSQ of each cluster. At each iteration, the algorithm
performs the following two steps: (A) select the cluster C ¢ that exhibits the highest SSQ (i.e. the one on top of
the priority queue) and then (B) partition this C in such a way that the SSQ reduction, denoted ASSQ, is
maximized. For step B, we use formula (3) (reported next) to compute ASSQ(i,j) for each dimension /i and
for each cutting position j ; then we choose the position j that guarantees the maximum ASSQ. This
computation can be done very efficiently since we pre-compute Q and S , and therefore we need a single
scan of the data. We repeat these two steps, A and B above, while A S S Q is greater than the average SSQ.
We recall that the partition (i.e., the cluster tree) is built by exploiting a greedy strategy. To this end, the tree is
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constructed top-down, by means of leaf-node splitting. At each step, the leaf with the largest SSQ is chosen,
and it is split as to maximize the SSQ reduction, denoted A S S Q . Being SSQ a measure of range skewness,
we perform splits as long as ASSQ remains “significant”. After the early splits that yield large SSQ
reductions, the values of ASSQ become smaller and smaller, until after n  splits both SSQ and ASSQ
become 0 (since each point has become its own cluster). Thus, the average SSQ reduction per split is
SS§0Q/n, and we will compare this value against the current ASS Q to decide when we should stop splitting.
The rationale for this criterion is clearly illustrated by Fig. 1, where the typical ASSQ slope is displayed
against the average SSQ: there is no gain in splitting beyond the turning point (marked with a solid circle)
since the SSQ reduction is less than the average A SSQ and thus imputable to random distributions rather
than cluster-like ones.

SSQyq

Average
ASSQ

n' n
Fig. 1.
Average SSQ and A S S Q example plots.

Figure options

The splitting process just described is tied to the grid partitioning and thus may cause a non-optimal splitting of
some clusters. The successive phase overcomes this limitation since the merging is performed considering
all the possible pairs of adjacent mini-clusters, and recombining those that offer best SSQ reduction. This
agglomerative process offers significant advantages. The first advantage is that it merges clusters in different
grid partitions. This backtracking step overcomes non-optimal splits obtained in the first phase as it is easy to
see in Fig. 3(b and c). The second critical advantage is that the computational complexity of this bottom-up
step is very low since the number of merging steps is related to the number of clusters that is very low
compared to usual dataset sizes. The final advantage is that this phase also halts automatically, producing an
algorithm that does not require any seeding or other parameters from the user a really nice feature that is not
shared by all clustering algorithms.

Remarks about M-CLUBS unsupervised features. Every clustering algorithm so far proposed, despite the
unsupervised nature of clustering, requires some user interaction. k-means requires an initial centroids
assignment, thus the expected number of clusters that indeed should be a priori unknown, hierarchical
clustering algorithms require a termination condition, e.g. the desired number of clusters or the diameter of
each cluster, but these information cannot be set with a perfect confidence. Similar problems occur for grid
cells definition or exploitation of density information. Indeed, M-CLUBS overcome these limitations by
working in a fully unsupervised way that greatly decrease the complexity of the algorithm while keeping a high
accuracy. Moreover, traditional approaches can never undo what was done in previous computation steps
and they are really sensitive to cluster distance measures. Finally, Birch performs an agglomerative step on
micro-clusters but it exploits at the later macro-clustering stage different clustering methods such as iterative
partitioning thus mixing different strategies.

3.2. M-CLUBS: a new clustering algorithm for microarray data

Fig. 2 provides a more formal description of the M-CLUBS algorithm. Note that in the declaration steps, Vars

denotes the variables used in the corresponding subroutines. We use the notation x -y to denote step y in
subroutine invoked at step x of the main. We use the initializeTree (Step 1) to load the dataset into the root of
the auxiliary tree structure BT exploited for partitioning. Once the tree structure has been initialized the
topdownsplitting starts (Step 2). In particular, the root of BT is added to a priority queue whose ordering
criterion is based on the SSQ values of clusters stored in the queue. The initial cluster assignment performed
by initializeClusters is composed by the root r of BT and the initial SSQ is the one computed on r (Steps
2.1-2.3). The function computeAverageDeltaSSQ averages the actual SSQ for all the points in the cluster
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(Step 2.4). The function computeWeightedDeltaSSQ is (iteratively) applied to the cluster C thatis currently
on top of the priority queue (Step 2.7). The weightedA g50 is computed as the average gain of SSQ
obtained by splitting C as explained above for A s, i.e. we pre-compute the marginal sums (S and Q ) for
a given splitting point (with respect to the coordinates ordering) and reassigning the splitting point based on
these partial sums. In order to improve the effectiveness of splits the value of A g is raised to a power
p,p<1, thus obtaining weightedAggp value. If weightedAggp is greater than avgDeltaSSQ
computed by computeAverageDeltaSSQ then we proceed with the split (Step 2.9), otherwise we do not. We
use values of p thatare less than 1, since for p> 1 we would end up splitting clusters where the gain does not
exceed the average A g g o associated with a random distribution. This would result in a large number of small
clusters, where both intra-cluster and inter-cluster distances are small. We instead seek values of p that
reduce the former while magnifying the latter. We determined that the best value is p=0.8 regardless the
dataset feature, thus the user is not required to set any parameter. When no more top-down splits are
possible, the topDownSplitting ends and we begin the boftomUpMerging (Step 3). In order to obtain more
compact clusters, we select (by running selectBestPair at Step 3.2) the pair of clusters that, if merged, yields
the least SSQ increase (that is assigned to mininc by function computeSSQIncrease run at Step 3.3). This
merging step is repeated until mininc becomes larger than avgDeltaSSQ (Steps 3.4-3.9). Fig. 3 shows the
algorithm in action. After three steps, the initial samples in Fig. 3(a) are partitioned according to the grid shown
in Fig. 3(b). The algorithm takes seven more splitting steps producing the partition of Fig. 3(c). The merging
phase produces the final five clusters that a human will instinctively recognize at a glance Fig. 3(d).
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Input:

A dataset DS of n points
Output:

A set of clusters C.

Vars:

An auxiliary binary tree BT';
An initial cluster assignment C’.
Method: M-CLUBS

1: BT := initializeTree(DS);
2: €' := topDownSplitting(BT);
3: C := bottomUpMerging(C');
4: return C;
Function topDownSplitting(BT) : C’;
Vars:
A priority queue PQ;
A boolean finished;
A double ASSQ;
A double avgDeltaSSQ;
Method:

2.1: PQ := add(BT.root());

2.2: C' = initializeClusters;

2.3: finished = false;

2.4: avgAggq@ = computeAverageDeltaSSQ();

2.5: while !finished do begin

2.6: Cs = PQ.get();

2.7: weightedAss¢ = computeWeightedDeltaSsQ(Cy);

2.8: if (weightedAggg > avgAgsg) then
2.9: C' := update(C’);

2.10: else finished = true;

2.11: end while

2.12: return C';

Function bottorlUpMerging(C’) : C;
Vars:

A pair of cluster Pair;

A double avgDeltaSSQ;

A double minlInc;

Method:

8.1: C:=C';

3.2: Pair := selectBestPair(C’);

3.3: minInc := computeSSQIncrease(Pair);

3.4: avgDeltaSSQ = computeAverageDeltaSsSQ();
3.5: while minine < avgDeltaSSQ do begin
3.6: C := merge(Pair);

3.7 Pair := selectBestPair(C');

3.8: minlinc := computeSSQIncrease( Pair);
3.9: end while;
3.10: return C;

Fig. 2.
The M-CLUBS clustering algorithm.

Figure options
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(c) (d)

Fig. 3.
Execution steps of M-CLUBS.

Figure options

We point out that producing axis parallel cuts is not a limitation, we can still obtain, in our approach,
nonparallel cuts however this will not improve the performances of the algorithm. Furthermore, also grid
based approaches are tied to parallel cuts since they allow more efficient computation without paying any
accuracy loss.

Due to its grid-based divisive agglomerative approach M-CLUBS produces cluster results of superior quality.
Furthermore the algorithm can be executed with superior time and accuracy performances using a simple
(and fast) formula that allows us to estimate the SSQ reduction produced by a split.

The above described approach is really efficient, in this respect we now discuss its computational complexity.
We point out that algorithms exhibiting low computational complexity (while saving result accuracy) are
particularly suited for biological data analysis due to the high size and high dimensionality of the available
datasets. The following proposition is devoted to discuss our worst case complexity.

Proposition 1.

Algorithm M-CLUBS works in O (n-d-1-s) where n is the number of points, d is the number of dimensions, | is
the number of splitting positions for each dimension and s is the number of splits.

To prove the proposition, we recall that, in order to perform splits, we have to compute the SSQ for each
dimension and for each splitting point. Thus, each split has a complexity O (n-d-1) and we perform s splits.
The bottom-up step contributes to the overall complexity with a term O (k?2) where k is the number of
clusters, since for each cluster we have to consider only the possibly adjacent clusters for merging; but since
k<n (otherwise cluster assignment will be meaningless [26]) we can disregard this term leading to
O(n-d-1-s) complexity for the worst case scenario.

4. Discussion

In order to show the characteristics of M-CLUBS we used two publicly available dataset on Gene Expression
Omnibus Database: a dataset provided by [22], Dataset 1 hereafter, and a dataset provided by [16], Dataset 2
hereafter. Furthermore, we tested our algorithms on dataset AD400-10-10[46] and dataset Yeast Sporulation
[11]. Analogously to [12] we compared several clustering algorithms in order to assess the validity of our
approach in the biological data scenario. In particular, we compared our method with BIRCH[47], K-means++
[4] (we refer to it as KM++), k-means[10] (we refer to it as SMART), OPTICS [2] and DIANA [31]. For the k-
means based algorithms we performed 20 runs (same as [4]) and we report the average values for these runs.
Moreover, since our algorithm is hierarchical we compared it with respect to Single Link [41] (usually referred
as Nearest Neighbour Clustering, we refer to it as NNin the following), Complete Link [13] (usually referred as
Farthest Neighbour Clustering, we refer to it as FN in the following), Average approaches [23] (usually
referred as Unweighted Pair Group Method with Arithmetic Mean, we refer to it as UPGMA in the following).
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All the approaches mentioned above address the clustering problem from different viewpoints thus
strengthening our evaluation. Finally, for the sake of completeness, we also ran several experiments using an
algorithm designed for biological data as SIMM-TS [6] that confirmed our superior performances as will be
shown below.

We started our analysis considering these datasets on which we used M-CLUBS and the other clustering
algorithms for the sake of comparison. The obtained results are reported in Table 1 and Table 2.

Table 1.

Accuracy and time performances for Dataset1 and Dataset2.

Algorithm  Test datasets
Datasetl Dataset2

SsQ Time SsQ Time

M-CLUBS 2.01E+8 2.513 1.77E+2 0.0784
OPTICS  3.55E+8 5271 1.79E+2  0.2456
BIRCH 2.67E+8 9.124 1.78E+2  0.3522
KM++ 431E+8 2913 1.82E+2 0.1154
SMART 4.65E+8 3.025 1.81E+2  0.1243
DIANA 3.96E+8  3.113 1.85E+2  0.1463
UPGMA  4.03E+8 6.412 1.91E+2  0.4331
NN 411E+8 6.635 1.86E+2  0.3992
FN 4.18E+8 6.935 1.88E+2  0.4021
SIMM-TS 2.99E+8 5648 1.80E+2  0.4415

Values represent SSQ per dataset. Times are expressed in seconds.

Table options

Table 2.

Accuracy and time performances for AD400-10-10 and Yeastsporulation.

Algorithm  Test datasets
AD400-10-10 Yeastsporulation
sSsQ Time sSsQ Time
M-CLUBS 9.40E+4 0.831 2.41E+3 0.2451

OPTICS 1.21E+5 1.025  3.98E+3 0.3125
BIRCH 1.43E+5 1.336  3.86E+3 0.4006
KM++ 1.14E+5 0.992  3.77E+3 0.2998
SMART 1.32E+5 1.022  3.85E+3 0.3134
DIANA 1.03E+5 1423  3.56E+3 0.3321
UPGMA 1.19E+5 1.551 3.68E+3 0.3779
NN 2.04E+5 1.352  3.80E+3 0.3881
FN 2.11E+5 1.398  3.88E+3 0.3967
SIMM-TS  9.87E+4 1.004  2.86E+3 0.3027

Values represent SSQ per dataset. Times are expressed in seconds.

Table options

The results obtained are quite convincing both for the accuracy and the execution times where M-CLUBS
exhibits best performances (best results for each table are reported in bold). In particular our clustering
method correctly detected the number of clusters in the data as stated in detail in next section. Indeed, M-
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CLUBS showed a nice feature when clustering Dataset 1: the HN group contains two subgroups ER+ and ER-
, M-CLUBS during the splitting step identified these two subgroups that have been collapsed in a single
cluster after the merging step. To further asses, the validity of the approach we exploited several method-
independent quality measure that are reported in the following.

4.1. Quality of clustering results

Here we will evaluate the quality of the results M-CLUBS produces and its reliability. The issue of finding
method-independent measures for clustering results has been the source of much topical discussions, but
over time sound measures have emerged that can be used reliably to compare the quality of the results
produced by a wide range of clustering algorithms [8]. In particular the following three measures have sound
theoretical and practical bases: Variance Ratio (its range is [0,00) and larger values indicate better
clustering quality), Relative Margin (its range is [0, 1) and lower values indicates a better clustering) and
Weakest Link (its rangeis [0, oo ) and lower values represent better clusterings).

The results obtained for the above mentioned quality measures are given in Table 3 and Table 4: they show
that M-CLUBS outperforms other methods significantly, producing values for Relative Margin & Weakest Link
(resp. Variance Ratio) that are significantly lower (larger) than those other methods, i.e. clusters of much
better quality.

Table 3.

Clustering quality measures evaluation.

#Clusters Variance ratio Relative margin  Weakest link

Dataset 1

M-CLUBS 3 75.41 0.098 0.817
OPTICS 5 56.18 0.135 2.045
BIRCH 6 63.42 0.176 1.934
KM++ 3 65.44 0.157 4.152
SMART 3 64.77 0.198 4.789
DIANA 4 66.16 0.121 1.921
UPGMA 6 63.56 0.197 2.442
NN 6 66.78 0.184 2.113
FN 6 67.16 0.178 2.241
SIMM-TS 4 69.83 0.115 1.443
Dataset 2

M-CLUBS 4 81.33 0.066 0.713
OPTICS 4 67.18 0.153 1.876
BIRCH 4 70.41 0.182 1.943
KM++ 4 68.67 0.201 3.412
SMART 4 69.97 0.225 3.725
DIANA 4 69.54 0.158 1.992
UPGMA 4 71.15 0177 1.957
NN 4 70.93 0.184 1.964
FN 4 71.04 0.188 1.981
SIMM-TS 4 75.42 0.104 1.144

Table 4.

Clustering quality measures evaluation.

#Clusters Variance ratio Relative margin  Weakest link

AD400-10-10
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M-CLUBS 10 88.32 0.104 0.183
OPTICS 9 76.42 0.166 0.913
BIRCH 9 78.44 0.181 1.036
KM++ 10 79.31 0.194 1.231
SMART 10 78.21 0.206 1.312
DIANA 10 77.36 0.159 1.012
UPGMA 9 74,86 0.161 1.431
NN 9 76.62 0.183 1.532
FN 9 77.95 0.185 1.476
SiMM-TS 10 81.36 0.128 0.463
Yeast sporulation

M-CLUBS 7 83.45 0.153 0.147
OPTICS 6 77.28 0.265 1.221
BIRCH 6 80.36 0.382 1.013
KM++ 7 76.21 0.323 1.904
SMART 7 75.43 0.244 1.975
DIANA 8 78.42 0.297 1.146
UPGMA 6 77.03 0.342 1.442
NN 6 76.79 0.401 1.451
FN 6 76.31 0.414 1.433
SIMM-TS 7 81.43 0.195 0.348

Table options

These results show that M-CLUBS always finds the exact number of clusters and the quality of the found
cluster is overwhelming with respect to the other methods.

4.2. Additional quality measures

SSQ is a natural and widely used norm of similarity, but a devil's advocate can point out that other clustering
algorithms might not measure their effectiveness in terms of SSQ or even the compactness of each cluster
around its centroid. Thus, we will attempt to measure the quality of the clusters produced by M-CLUBS using
very different criteria inspired by the nearest subclass classifiers that were previously used in a similar role in
[43]and [18].

A first relevant evaluation measure in this approach is the error rate of a k -Nearest Neighbor classifier
defined by the clustering results. This value provide relevant information about the ability of the clustering
method under evaluation to minimize the errors due to incorrect assignment of points to the proper cluster.
Indeed, this information is crucial for biological data analysis. Thus, for each point, we can check whether the
dominant class of the k closer elements allows to correctly predict the actual class of membership (there is no
relationship between the value of k used here and that of k -means). Thus, the total number of points correctly
classified measures the effectiveness of the clustering at hand. Formally, the error e, (D) of a kK -NN
classifier exploiting a the distance matrix among every pair of points. D can be defined as

where N is the total number of points, and y (i) is 0 if the predicted class of the i th point (x;) coincides
with its actual class, and 1 otherwise. Low values of the e (D) index denote high-quality clusters.

Following [18], we can go deeper in our evaluation by measuring the average number of elements, in a range
of k elements (we recall again that we use the expected cluster size value), having the same class as the
point under consideration. Practically, we define q as the average percentage of points in the k -
neighborhood of a generic point belonging to the same class of that point. Formally:
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where CI(i) represents the actual class associated with the / th point in the dataset, n;=1CI(i)l, and

N (i) is the set of kK points having the lowest distances from x;, according to the distance used at hand.
This value will provide a really interesting information, in fact it will measure the purity of the clusters since
it take into account the number of points wrongly assigned to a cluster. In principle, a Nearest Neighbor
classifier exhibits a good performance when qy is high. Furthermore, qy provides a measure of the
stability of a Nearest-Neighbor: high values of q, make a k -NN classifier less sensitive to increasing
values k of neighbors considered. The sensitivity of the clustering can also be measured by considering,
for a given group of points , the probability that x and y belong to the same class and z

belongs to a different class, but z is more similar to x than y is. We denote this probability by e (D),
which is estimated as

where 8 is 1if D(i,j)<D(i,k), and 0 otherwise. This value gives information about the ambiguity in
cluster assignments. Here too, low values of € (D) denote a good performance of the clustering under
consideration.

The results reported in Table 5 and Table 6 show that M-CLUBS produces better results than the other
algorithms.

Table 5.

Quality indices for Dataset 1 and Dataset 2.

Method/index & €k=10 Yk=10
Dataset 1

M-CLUBS 0.0661 0.0984 0.9998

OPTICS 0.1253  0.1976  0.9934
BIRCH 0.1154  0.2010  0.9756
KM++ 0.1002  0.1974  0.9803
SMART 0.1086 0.2101  0.9757
DIANA 0.0933  0.1426  0.9846
UPGMA 0.1224  0.1779  0.9811
NN 0.1196  0.1813  0.9803
FN 0.1185  0.1848  0.9794
SiMM-TS 0.0879  0.1065  0.9813
Dataset 2

M-CLUBS 0.0054 0.0352 0.9999

OPTICS 0.0432  0.1312  0.9875
BIRCH 0.0165 0.0953  0.9923
KM++ 0.0487  0.1657  0.9764
SMART 0.0568 0.1789  0.9734
DIANA 0.0113 0.1264  0.9829
UPGMA 0.0197  0.1022  0.9894
NN 0.0201  0.1047  0.9915
FN 0.0188  0.1035  0.9926
SiMM-TS 0.0096  0.067 0.9978
Table 6.

Quality indices for AD400-10-10 and yeast sporulation.

Method/index & €k=40 Yk=40
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AD400-10-10
M-CLUBS 0.1041 0.0463 0.9989

OPTICS 0.1937  0.0976  0.9713
BIRCH 0.1789  0.1012  0.9668
KM++ 0.2046  0.1225  0.9547
SMART 0.2076  0.1317  0.9512
DIANA 0.1216  0.0934  0.9734
UPGMA 0.1814  0.1048  0.9701
NN 0.1515  0.1096  0.9744
FN 0.1546  0.1077  0.9769
SiMM-TS 0.1167  0.0657  0.9932
Yeast sporulation

M-CLUBS 0.1534 0.2287 0.9887

OPTICS 0.2031  0.2765 0.9755
BIRCH 0.2217  0.2854  0.9689
KM++ 0.2431  0.3011  0.9554
SMART 0.2536  0.3046  0.9532
DIANA 0.2176  0.2679  0.9729
UPGMA 0.2189 0.2866  0.9773
NN 0.2245 0.2879  0.9798
FN 0.2263 0.2884 0.9748
SiMM-TS 0.1934  0.2458  0.9843

Table options

Table 5 and Table 6 show that M-CLUBS offers the best performance on all indices and in particular the really
high values of qy (it is practically 1 since it detects exactly the number of clusters for each dataset and the
point assignment to cluster is correct) allow to asses that the clusters are well defined, and M-CLUBS
outperforms other methods. In measuring e and q, we used neighborhoods of size closer to the actual
cluster size available by datasets provider thus it is a good choice for testing the quality of clusters. The overall
structure of the clusters and the points distribution for all datasets (results in Table 5 and Table 6) produced
superior performance for M-CLUBS on every index, with particularly low values of €. This result suggests that
M-CLUBS exhibits the highest effectiveness compared to the other approaches even when SSQ is not the
exploited metrics.

4.3. Evaluating the biological relevance of clusters

In this section we report the experimental results regarding a further comparison we performed to assess the
validity of our approach from a biological viewpoint. Indeed, clustering gene expression data is a valid support
for functional annotation, tissue classification, regulatory motif identification, and other applications, but
choosing the right clustering may be rather difficult. To address this issue, several proposal have been
presented such as [12] and [20]. In this paper we exploited the quality measure defined in [20] for biological
data clustering evaluation® since it summarizes several evaluation metric in a single measure. We ran the
experiments in standard mode using all Gene Ontology (GO) classes as input setting of the program and
report the obtained CQS (Clustering Quality Score) [20]. This analysis assures a stronger validation of the
clustering results from a biological viewpoint. The results are reported in Table 7 and state the biological
relevance of M-CLUBS is quite high.

Table 7.
Clustering quality score for Dataset 1, Dataset 2, AD400-10-10 and yeast sporulation.

Method/index CQS
Dataset 1

M-CLUBS 30.42
OPTICS 25.76
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BIRCH 26.43
KM++ 18.92
SMART 17.79
DIANA 27.71
UPGMA 26.54
NN 24.87
FN 25.03

SiMM-TS 29.32

Dataset 2
M-CLUBS 33.47

OPTICS 27.42
BIRCH 28.02
KM++ 24.38
SMART 25.67
DIANA 27.78
UPGMA 27.04
NN 28.65
FN 27.58
SiMM-TS 32.15
AD400-10-10

M-CLUBS 34.16

OPTICS 28.81
BIRCH 29.16
KM++ 21.17
SMART 22.43
DIANA 28.36
UPGMA 27.79
NN 29.02
FN 29.65

SiMM-TS 33.59

Yeast sporulation

M-CLUBS 27.54

OPTICS 24.66
BIRCH 25.78
KM++ 18.69
SMART 17.55
DIANA 25.22
UPGMA 24.36
NN 24.87
FN 24.62

SiMM-TS 26.91

Table options

The high performance of M-CLUBS also from a biological viewpoint can be understood by considering that it
can backtrack on previously wrong computation in the splitting phase. More in detail, by the merging step we
can properly assign gene expression to their group, thus to the correct function, when it is the target of the
analysis, by updating previous wrong assignment. The latter because, we can group together also “siblings”
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gene expression in our tree auxiliary structure.

Futher discussion on biological relevance of clustering. In order to further asses the biological coherence of
M-CLUBS clusters we briefly discuss here Enrichment Analysis. Enrichment Analysis is intended to
characterize biological attributes in a given gene set. In this respect the GO dataset is a key resource. In
particular, GO ontologies are split into cellular component, molecular function, and biological process. Using
these ontologies we can better characterize genes, thus improving the annotation process. Many tools exist
for assessing significance of enrichment within a group. They typically exploit hypergeometric testing, but can
also be based on a Kolmogorov-Smirnov statistic. These tools usually require empirical estimations of p-
values and multiple testing corrections. Due to our peculiar approach, according to [3] and [37], we need to
compute for each cluster, the GO annotations and the corresponding p-values, that evaluates the probability
that a given cluster occurs. 2 Indeed, we determine whether an observed level of annotation for a group of
genes is significant within the context of annotation. For the dataset being analyzed we obtained the following
p-values: Dataset 1- 4%, Dataset 2—- 4%, AD400-10-10 - 3%, Yeast Sporulation — 3%. As reported above,
such satisfactory results are obtained as we group together “siblings” gene expression when clustering data.
As a matter of fact, these results further assess the relevance of our clustering from a biological viewpoint.

5. Conclusion

The naturalness of the hierarchical approach for clustering objects is widely recognized, and also supported
by psychological studies of children’s cognitive behaviors [38]. M-CLUBS is providing the analytical and
algorithmic advances that have turned this intuitive approach into a data mining method of superior, accuracy,
robustness and speed. The speed achieved by our approach is largely due to M-CLUBS’ ability of exploiting
the analytical properties of its quadratic distance functions to simplify the computation, thus making M-
CLUBS well suited for high sized and high dimensional datasets like the biological ones. We evaluated the
effectiveness of our approach by using several method independent quality measures that confirmed the high
quality of retrieved clusters by a structural point of view. In particular, the experimental assessment clarified
that M-CLUBS guarantees good clusterings for the datasets being analyzed that represent a severe
benchmark for biological data scenario. Moreover, we provided a biological interpretation of the clustering
solutions by a domain expert and quality measures tailored for biological data that confirmed the high quality
of the clusters retrieved by M-CLUBS. We conjecture that similar benefits might be at hand for situations
where the samples are in data streams or in secondary store. These situations were not studied in this paper,
but represent a promising topic for future research.
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Appendix A. Detailed discussion on SSQ reduction

Due to its grid-based divisive agglomerative approach CLUBS produces cluster results of superior quality.
Furthermore the algorithm can be executed with superior time and accuracy performances using a simple
(and fast) formula that allows us to estimate the SSQ reduction produced by a split. The correctness of the
approach that guarantee its convergence is discussed next.

In order to select an optimal binary partition, we need to estimate the SSQ reduction obtained by this split.

Suppose to split a cluster C ; at a given position j , represented by {Q,S,N) into two clusters Cs andCy
" represented respectively by <Q1,S{,N{) ,and {Q,,S,,N,) .

Thus, the SSQ reduction is the non-negative value:
ASSQ(1,j)=8SQ(Cs)-SSQ(C5)-SSQ(Cy) (2)

and is non-negative. For dimension / (for the sake of clarity we denote SSQ(Cy) as SSQ,SSQ(Cy') as
SSQ | and SSQ(C) as SSQ»)

ASSQi(j)=55Qi(j)-(S5Q1i(})+S55Q02i(j))

applying formula (1) for SSQ we obtain:
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we recall that

Qi=Q;(j)+Q2;(j)

thus we obtain:

by multiplying both terms by - and recalling that

Now, the overall ASSQ can be obtained by simply summing up the above in all dimensions:

@)

This formula enables a quick computation of the SSQ difference achieved when a cluster is split, and,
equivalently, when two clusters are merged into one. It is straightforward to see that the computation is
deterministic thus guaranteeing the termination of the overall algorithm. More in detail, since it is
performed at each cluster split (or merge) in the worst case it will be done 2-dim times (where dimis the
number of points in the dataset), this correspond to the case that a singleton cluster is generated for each
data point and then iteratively each singleton is merged to obtain again the initial dataset. As regards the
correctness of the algorithm, we recall that cluster topology and assignment strongly rely on the chosen
measure, in this respect, our approach is correct since it minimize the intra-cluster distances and maximize
the inter-cluster distances thus guaranteeing that the obtained partition conforms to cluster definition. In
next Section, we will discuss the superior performances of our algorithm and compare it against several
clustering approaches.
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