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Abstract. A strong direct product theorem (SDPT) states that solving n instances of a problem
requires Q(n) times the resources for a single instance, even to achieve success probability 27¢"
for a small enough constant ¢ > 0. We prove that quantum communication complexity obeys an
SDPT whenever the communication lower bound for a single instance is proved by the generalized
discrepancy method, the strongest technique in that model. We prove that quantum query complexity
obeys an SDPT whenever the query lower bound for a single instance is proved by the polynomial
method, one of the two main techniques in that model. In both models, we prove the corresponding
XOR lemmas and threshold direct product theorems.
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1. Introduction. A natural question to ask of any computational model is how
the resources needed to solve n instances of a problem scale with n. More concretely,
suppose that solving a single instance of a given decision problem, with probability of
correctness 4/5, requires R units of a computational resource (such as time, memory,
communication, or queries). How many units of the resource are needed to solve
n independent instances of the problem? Common sense suggests that the answer
should be Q(nR). After all, with significantly fewer than R units per instance, any
algorithm seems doomed to have to guess random answers for many of the instances,
resulting in overall success probability 2", Such a statement is called a strong direct
product theorem. A related notion is an XOR lemma, which asserts that computing
the XOR of the answers to the n problem instances requires Q(nR) resources, even
if one is willing to settle for a success probability of % + 27" (where € > 0 is a small
enough absolute constant). While highly plausible, XOR lemmas and strong direct
product theorems are notoriously hard to prove and sometimes flat out wrong. To
a considerable extent, the difficulty stems from the claimed exponential decay in the
probability of successful computation. Dropping this part of the claim from strong
direct product theorems results in direct sum theorems, which nevertheless are also
elusive. The described nomenclature is fairly standard by now but does admit slight
variations; for example, it may make more sense to work with success probability for
an average instance rather than a worst-case instance, or vice versa.

1.1. Previous work. Apart from their inherent importance in theoretical com-
puter science, direct product results have various applications, including separations of
circuit classes [30], improvement of soundness in proof systems [45], inapproximability
results for optimization problems [11, 21], and time-space trade-offs [34, 5]. Perhaps
the two most famous results in this line of research are Yao’s XOR lemma [59] for
circuits, which was in 1982 the first result of the kind, and Raz’s parallel repetition
theorem [45] for two-prover games. Considerable progress has been achieved in these
and various other models, complemented by surprising counterexamples [20, 49, §].
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The models of interest to us in this paper are quantum communication complezity
and quantum query complexity, where the direct product phenomenon is understood
quite poorly. Furthermore, work here has advanced much more slowly than in the
classical case, a point conveyed by the following overview of the classical and quantum
literature.

Classical communication and query complezrity. The direct sum problem in com-
munication complexity was raised for the first time in the work of Karchmer, Raz, and
Wigderson [30], who showed that its resolution for relations would prove that NC!
is properly contained in NC?. Feder, Kushilevitz, Naor, and Nisan [20] established a
direct sum theorem for nondeterministic communication complexity and inferred a
weaker result for deterministic communication. Information-theoretic methods have
enabled substantial progress [16, 7, 26, 27, 23, 8] on the direct sum question in the
randomized model and its restrictions, including one-way communication and simul-
taneous message passing. In what generality randomized communication complexity
obeys a direct sum theorem remains unknown; some counterexamples have been dis-
covered for a careful choice of parameters [20].

It also remains unknown whether randomized communication complexity in gen-
eral obeys a strong direct product theorem. A variety of results have been established,
however, for concrete functions and some restrictions of the randomized model. Par-
nafes, Raz, and Wigderson [44] proved the first result of the kind, for “forests” of com-
munication protocols. Shaltiel [49] proved an XOR lemma for uniform-distribution
discrepancy, a well-studied communication complexity measure. Shaltiel’s result has
been generalized and strengthened in several ways [31, 10, 56, 40]. Jain, Klauck, and
Nayak [24] obtained strong direct product theorems for an information-theoretic com-
plexity measure called the subdistribution bound. Most recently, Klauck [33] proved
the long-conjectured strong direct product theorem for the randomized communica-
tion complexity of the disjointness function.

In classical query complexity, the direct product phenomenon is well understood.
Strong direct product theorems have been obtained for “decision forests” by Nisan,
Rudich, and Saks [43], for “fair” decision trees by Shaltiel [49], and for the randomized
query complexity of symmetric functions by Klauck, Spalek, and de Wolf [34]. Very
recently, Drucker [18] obtained strong direct product theorems for the randomized
query complexity of arbitrary functions.

Quantum communication and query complexity. Klauck, Spalek, and de Wolf [34]
proved a strong direct product theorem for the quantum communication complexity of
the disjointness function. Shaltiel [49] and Lee, Shraibman, and Spalek [40] obtained
an XOR lemma for correlation with low-cost protocols, which gives a strong direct
product theorem for certain communication problems such as Hadamard matrices or
random matrices. The only other results known to us are for the restricted models of
one-way communication and simultaneous message passing [27, 12, 23].

The results for quantum query complexity are just as few in number. The first
direct product result is due to Aaronson [1], who proved it for the problem of k-fold
search. Aaronson’s result was improved to optimal with respect to all parameters by
Klauck, Spalek, and de Wolf [34], who established a strong direct product theorem
for the quantum query complexity of the OR function. In follow-up work, Ambai-
nis, Spalek, and de Wolf [5] obtained a strong direct product theorem for all other
symmetric functions. The only other result prior to our paper is due to Spalek [55],
who developed a multiplicative adversary method for quantum query complexity and
proved that that method obeys a strong direct product theorem.
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1.2. Our results. In what follows, the symbol f®" refers to the XOR of n in-
dependent copies of a given decision problem f, which is a sign matrix in the case
of communication complexity and a Boolean function f: {—1,+1}" — {—1,4+1} in
the case of query complexity. The symbol f() refers to the task of simultaneously
solving n independent instances of f. In the latter context, we recall the notion of a
threshold direct product theorem, which is a stronger statement than a strong direct
product theorem. Specifically, a threshold direct product theorem defines successful
computation of f() as correct computation of (1 — €)n instances for a small constant
€ > 0, as opposed to correct computation of all n instances. Moreover, the algorithm
is under no obligation to report which instances it solved correctly. A threshold direct
product theorem states that computing n instances requires Q(n) times the resources
for a single instance, even to achieve success probability 27" with this relaxed cri-
terion of correct computation. All our direct product theorems are threshold direct
product theorems.

1.2.1. Quantum communication. Let % denote the family of {0, 1}-matrices
in which the “1” entries form a submatrix. Such matrices are called rectangles and
are the basic building blocks in communication complexity. In particular, the matrix
IT of acceptance probabilities of any communication protocol with cost ¢ obeys

(1.1) I € 299 conv{+R : R € %},

where as usual the operator conv denotes passage to the convex hull of the given set.
This fact has an elementary and well-known demonstration [37] for classical protocols.
The validity of (1.1) for quantum protocols, on the other hand, was open for several
years and settled relatively recently in an elegant paper of Linial and Shraibman [42].
This fact immediately gives a criterion for high communication complexity, known
as the generalized discrepancy method. Specifically, define a norm p on matrices by
letting p(II) be the least K > 0 for which II € K conv{xR : R € #}. Then a sign
matrix has high bounded-error communication complexity whenever every real matrix
in its neighborhood has high p norm. The method has an equivalent dual formulation
that is widely used and has a rich history, e.g., [32, 46, 42, 52, 50, 39].

Linial and Shraibman [42] showed that the generalized discrepancy method sub-
sumes all earlier criteria for high quantum communication complexity. In particular,
all lower bounds for two-way quantum communication obtained to date can be derived
using the generalized discrepancy method alone. Furthermore, the full power of the
method is rarely necessary, and the main lower bounds have all been obtained using
a simpler criterion known as the trace norm method, e.g., [60, 36, 32, 46, 52, 54].

The main result of this paper is that the generalized discrepancy method obeys
an XOR lemma and a threshold direct product theorem. This solves an open problem
in [40, Sec. 6]. In particular, whenever the generalized discrepancy method yields
a tight lower bound on the quantum communication complexity of a sign matrix F
(and it may well be the case that the method yields a tight lower bound for every F),
one immediately obtains an XOR lemma and threshold direct product theorem for F.
In what follows, we let the real number GDM, /5(F) denote the lower bound that
the generalized discrepancy method gives on the 1/5-error quantum communication
complexity of F.

THEOREM 1.1. Let € > 0 be a small enough absolute constant. Then for every
sign matriz F, the following communication problems require Q(n GDM; /5(F)) qubits
of communication each:

(i) solving F®™ with worst-case probability % + 27"
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(i) solving F"™) with worst-case probability 2~";

(iii) solving with probability 2=<" at least (1 — €)n among n instances of F.

It is natural to consider the direct product question in the broader context of
distinct communication problems Fi, Fy, ..., F,, rather than n instances of the same
communication problem. This paper gives a detailed solution in the generalized set-
ting as well. As before, we consider the task of computing the XOR of the answers,
denoted F} ® --- ® F),, and the task of solving each of the n problems, denoted
(Fi,...,F,). Here, one clearly cannot hope to prove that Q(}_7 ; GDM, 5(F;)) is
a communication lower bound for solving the above two tasks with advantage 2~<"
over random guessing. Indeed, if F} has communication cost larger than the other
problems combined, then for all intents and purposes we are working with a single
problem, and no exponential decay in success probability is possible by definition.
However, it is reasonable to expect a direct sum theorem here—and we prove that it
indeed holds:

THEOREM 1.2. For all sign matrices Fy, Fo, ..., F,, computing F1 Q- --Q F,, with
probability 4/5 requires a communication protocol with cost

Q (Z GDMl/s(E)> :

=1

We complement Theorem 1.2 by proving that a quantum protocol’s success prob-
ability does indeed become exponentially close to that of random guessing when the
protocol’s communication is bounded by the sum of the smallest [0.99n] of the num-
bers C;Dl\/[]_/5(F11)7 ey GDM1/5(Fn)

THEOREM 1.3. Let € > 0 be a small enough absolute constant. Then for all sign
matrices Fy, Fy, ..., F, of rank greater than 1, the following communication problems
require

. <S|—Hf13%9m {Z GDM, /5(F3) })

i€S

quantum bits each:
(i) solving Fy ® --- ® F, with worst-case probability & + 27";
(ii) solving (F1, ..., F,) with worst-case probability 2~™;
(iii) solving with probability 2=<™ at least (1 — €)n of the n instances Fy, ..., F,.
The above requirement that the matrices have rank greater than 1 serves to avoid
trivialities; the degenerate case of rank-1 matrices is also solved in this paper, for
the sake of completeness (see Section 4.3). Second, all the theorems above are valid
for quantum protocols with arbitrary prior entanglement. Third, we show that the
constant € > 0 in our strong direct product theorems can be taken arbitrarily close to
its optimum value 1 (see Theorem 4.16). Fourth, while Theorems 1.1-1.3 are stated
for worst-case complexity, they also hold for average-case complexity under a certain
joint probability distribution defined explicitly in our proof. Finally, we prove results
identical to Theorems 1.1-1.3 in the setting of partial communication problems, whose
domain of definition is a proper subset of all possible inputs. In such cases GDM; /5(F)
is computed by considering the smallest @ norm over real matrices whose entries are
within % of the values of F' on the domain of F and range unrestricted in [—1— %, 1+ %]

5
outside the domain of F.
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1.2.2. Quantum query complexity. The polynomial method is a technique for
proving lower bounds on quantum query complexity, pioneered by Beals, Buhrman,
Cleve, Mosca, and de Wolf [9]. The method is easy to state: the acceptance prob-
ability of a quantum query algorithm on input z € {—1,41}" is a real polynomial
in 1,2, ..., %y of degree at most 27, where T is the number of queries. Therefore,
if there is no degree-d real polynomial that approximates a given Boolean function
f within 1/5 on all inputs, then f has bounded-error query complexity €2(d). Beals
et al. [9] used this method to obtain tight lower bounds on the query complexity of
all symmetric functions. The polynomial method has since yielded many other tight
lower bounds, e.g., [13, 2, 1, 34]. The main alternative to the polynomial method is
the adversary method, introduced by Ambainis [4] and augmented in many subsequent
works.

Our second main result is that the polynomial method obeys an XOR lemma and
a threshold direct product theorem. In particular, whenever the polynomial method
yields a tight lower bound on the query complexity of a given Boolean function f, one
automatically obtains an XOR lemma and a threshold direct product theorem for f.
This subsumes the functions f in all previous direct product theorems for quantum
query complexity [1, 34, 5]. Analogous to communication complexity, we prove our
results in the general setting of distinct functions f1, fo,. .., f, rather than n instances
of the same function f. In the statements to follow, the symbol deg_ (f) stands for the
least degree of a real polynomial that approximates f within ¢ pointwise.

THEOREM 1.4. For all functions f1, fa,..., fn: {—1,+1}" — {=1,+1}, com-
puting f1 ® -+ @ fn with probability 4/5 requires a quantum query algorithm with
cost

Q (Z deg1/5(fi>> :

We complement this with a direct product result analogous to the one for com-
munication:

THEOREM 1.5. Let € > 0 be a small enough absolute constant. Then for all
functions fi, fo, ..., fn: {—=1,+1}™ — {—=1,+1}, the following tasks require

Q min deg /5 (fs
quantum queries each:

(i) solving f1 ® -+ - ® f, with worst-case probability % +27€n:
(ii) solving (f1,..., fn) with worst-case probability 2~™;
(iii) solving with probability 2= at least (1 — €)n of the n instances fi,..., fn.
In particular, Theorem 1.5 shows that for every Boolean function f, the tasks of
computing f®" and f(™ each have quantum query complexity Q(n deg, /5(f)), even
to achieve advantage 27" over random guessing. The additional remarks made in
the context of communication carry over in full. Specifically, Theorems 1.4 and 1.5
remain valid for partial Boolean functions, in which case the approximate degree
deg (f) is defined as the least degree of a polynomial that approximates f within e on
the domain of f and ranges freely in [—1 — €, 1 + €] everywhere else on the hypercube.
Lastly, Theorems 1.4 and 1.5 are stated for worst-case complexity but are also valid for
average-case complexity under a certain joint probability distribution given explicitly
in our proof.
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1.2.3. Polynomial approximation. In proving Theorem 1.5, we show in par-
ticular that

deglie,n(f@m) > Q(n deg1/5(f))

for any constant ¢ € (0,1). This is the first direct product theorem for polynomial
approximation. It matches the upper bound due to Buhrman, Newman, Rohrig, and
de Wolf [14, Thm. 6], who proved that deg; /5(f*") = O(ndeg, /5(f)). In Section 6, we
also obtain the first direct sum results for polynomial approximation: given any func-
tion F: {—1,41}" — {—1,41} with deg1/5(F) = Q(n) (which includes the familiar
majority and parity functions and the random functions), we prove that

deg1/5(F(f, fooosf)) = Q(deg1/5(F) deg1/5(f)),

for all Boolean functions f. This lower bound matches the upper bound in [14].

1.3. Our techniques. The proof technique of this paper is quite general and
applies to any bounded-error model of computation that admits a representation as a
convex subset of a real linear space. Examples of convex subsets that naturally arise
from a computational model include the unit ball of a norm and the linear span of
a given set of functions. Both of these cases are treated in this paper: the former
corresponds to communication complexity and the latter, to query complexity. For
simplicity, we will focus on the former setting in this overview.

Here, one fixes a finite set X and equips the space of real functions on X and
X" with a norm ||-|]. The norm captures the complexity of exact computation, as
measured in the relevant resource. In other words, functions that represent low-cost
communication protocols and low-cost query algorithms will have small norm. The
complexity of e-error computation for a given function f: X — {—1,+1} is then
given by the minimum norm in the e-neighborhood of f. This norm-based formalism
is particularly natural in quantum computing and has been in use for many years,
e.g., [60, 36, 46].

XOR lemmas for correlation represent a particularly well-studied form of hard-
ness amplification in this setting: given a function f: X — {—1,41} that has small
correlation « with all low-cost communication protocols or low-cost query algorithms,
one argues that for f®" the correlation further drops to 7). In the language of
norms, a function f has small correlation with the simple functions if and only if the
dual norm | f||* is small. Thus, an XOR lemma for correlation is an assertion about
the multiplicativity of the dual norm: [|f®"[* < (|| £[I*)?. Much of the research
surveyed above fits in this framework, including [49, 17, 56, 40].

This paper addresses a rather different problem. While we also seek to establish
XOR lemmas, we start with a much more general object: a function f: X — {—1,+1}
with high bounded-error computational complexity. The key point is that f need no
longer have small dual norm ||f||*, or equivalently small correlation with the low-
cost functions. Indeed, many common functions with near-maximum bounded-error
complexity, such as the OR function in query complexity and the disjointness function
in communication complexity, have high correlation with the low-cost protocols and
query algorithms under every distribution on the domain. In particular, the above
research on XOR lemmas for correlation no longer applies.

This described difficulty crystallizes best in the language of norms. By duality,
a given function f: X — {—1,+1} of interest has high bounded-error complexity if
and only if there exists a real-valued function ¥: X — R of unit ¢; norm that has
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reasonably large inner product (f, ) but low dual norm [|¢|*. This function % is a
witness to the fact that f has high bounded-error complexity. The challenge is to
construct a corresponding witness for f©". The natural candidate, 1¥®", is completely
useless for this purpose: while |[¢)®"||; = 1 and moreover we can certainly hope
for an exponential decay in the dual norm [[¢®"|* < (J&|*)*™, the correlation
with f®" will also decay exponentially: (f®" ®") = (f ). This translates to
an uninteresting statement like “computing f®" with error probability 27¢" incurs
Q(n) times the cost of computing f.” What we want is just the opposite: the error
probability allowed in computing f®" should be exponentially close to the trivial rate
1/2 rather than to 0.

The crux of our solution is the construction of the sought witness for f®", using
ideas from approximation theory to design a joint, nonproduct distribution under
which the correlation of ¥®" and f®" becomes extremely high but the dual norm
[lo®™|| remains extremely low. This construction works for any norm whose dual ||-||*
possesses a multiplicative property, as our norm of interest for which multiplicativity
was established in previous work by Cleve, Slofstra, Unger, and Upadhyay [17].

This sketches some ideas in the proofs of our XOR lemmas. The direct product
theorems are then derived by combining the XOR lemmas with known results on the
low-error approximation of symmetric Boolean functions. In particular, we appeal
to a result of de Wolf [58] that OR and other symmetric Boolean functions admit
uniform approximation to within 2=%(") by a polynomial of degree en, for a small
constant € > 0.

1.4. Recent progress. We briefly mention several new results since the publi-
cation of this work as a conference paper. In an upcoming article, Lee and Roland [38]
prove a strong direct product theorem for quantum query complexity, subsuming the
corresponding result on quantum query complexity in this paper. However, the tech-
niques in [38] no longer apply to polynomials, for which we obtain an optimal direct
product theorem. The direct product theorem for polynomials in this paper was re-
cently used in [53] to obtain direct product theorems for multiparty communication,
including the set disjointness problem. Other recent developments include direct prod-
uct theorems for natural restrictions of the randomized communication model, such
as one-way and bounded-round communication [22, 25].

1.5. Organization. The remainder of this article is organized as follows. Sec-
tion 2 opens with a review of technical preliminaries. Our generic method for proving
XOR lemmas and direct product theorems for bounded-error computation is devel-
oped in Section 3. Applications to communication complexity and query complexity
are presented in Sections 4 and 5. Further generalizations in the context of polynomial
approximation are given in Section 6.

2. Preliminaries. We view Boolean functions as mappings f: X — {-1,+1}
for some finite set X, where —1 and +1 correspond to “true” and “false,” respectively.
A partial Boolean function g on a finite set X is a mapping g: D — {—1,+1} for
some nonempty proper subset D C X. We denote the domain of g by dom g = D. For
emphasis, we will occasionally refer to Boolean functions with domg = X as total.
For a string « € {—1,+1}", we use the shorthand |z| = [{i : z; = =1} = > (1 —x;)/2.
For €y, €g,...,€6, € [0,1], the symbol I1(ey, €3, . . ., €,) stands for the probability distri-
bution on {—1,41}" whereby the ith bit of the string takes on —1 with probability
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€;, independently for each i. For an event F, the corresponding indicator function is

1[E] =

1 if E holds,
0 otherwise.

We adopt the standard definition of the sign function:

-1, t<0,
sgnt =40, t=0,
1, t>0.

It will also be convenient to define a modified sign function,

__ -1, t<0,
sgnt =
1, t > 0.

We will specify an n-bit string by its ith bit, for example, (..., (e —€)/(1 —€;),...)
or (...,z,...). The Cartesian product of sets X1, Xa,..., X, is denoted [ X;, or for
greater explicitness X7 x X5 X - -+ X X,,. The degree of a real polynomial p is denoted
deg p.

Given a function ¢: {—1,4+1}" — R, there exists a unique multilinear polyno-
mial ¢: R” — R such that ¢ = ¢ on {—1,4+1}". We will always identify ¢ with
its multilinear extension (;~5 to R™. In particular, we will write ¢(z) for arbitrary
z € [—1,1]™. This convention requires some care. To illustrate, consider the poly-
nomial pg: {—1,+1}" — R from Lemma 3.1, defined by

k
() = (=1 [T (=] = ).
i=1
One may be tempted to evaluate the multilinear extension of py to R™ by direct
substitution. This would of course be incorrect because the defining equation for py
was only meant to be valid on the hypercube and is not multilinear.
For integers n > k > 0, we adopt the shorthand

(2) =)+ () ()

Throughout this manuscript, log z stands for the logarithm of = to the base 2. The
binary entropy function H: [0, 1] — [0, 1] is given by H (p) = —plogp—(1—p) log(1—p)
and is strictly increasing on [0,1/2]. The following bound is well known [28, p. 283]:

n H(k/n)n _
< = .
<<k) <2 , k=0,1,2,...,|n/2]

X

2.1. Norms and duality. For a finite set X, the linear space of real functions
on X is denoted R¥. This space is equipped with the usual norms and inner product:

[8llo = max|o(x) (6 € RY),
2.1) lll =x§|¢<x)\ (¢ €RY),

(6, 0) = > dla)(x) (6, € RY).

zeX
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The tensor product of ¢ € RX and ¢ € RY is the function ¢ ® 1 € RX*Y given by
(q&@zb)(z y) = ¢(2)(y). The tensor product pR@®- - -®¢ (n times) is denoted ¢p®" €
. When specialized to real matrices, the tensor product is the usual Kronecker
product. The pointwise (Hadamard) product of ¢, € R¥ is denoted ¢po1p € R¥ and
given by (¢ o ¢)(z) = ¢(x)y(x). Note the difference between ¢ ® ¢ and ¢ o ).
For any norm ||| on RX, recall that ||-||* refers to the dual norm given by

6 9)
(2.2) loll” =
b0 ol
A corollary to the duality ||-|** = ||| is the following classical fact pertaining to

approximation; cf. [39, Thm. 6.3].
FAcT 2.1. Let X be a finite set, let N1, No be norms on RX. Then for any e >0
and any f € RX with Na(f) > e,

(2.3) min{Ny(f =€) : Na(€) < ¢} = max W

Proof. One can restate (2.3) as

—eNg

(2.4) sup{c > 0: f+eBn,NcBy, =2} = Ilil%{W’
where By, and By, stand for the unit balls of N; and Na, respectively. By the
separating hyperplane theorem, the compact convex sets f + eBy, and cBy, are
disjoint if and only if (¢, f + (a) > (1, (1) for some ¥ € RX and all ¢; € cBy,, (2 €
eBy,, which by duality is equivalent to {f, %) —eNj(¥) > ¢N;(v). This forces equality
n (2.4). d

We will mainly be concerned with approximation in the infinity norm. This case
is served by the notation ||f|le = min{||f — & : ||€llcc < €}, where f: X — R is a

given function and [|-[| is a given norm on R¥. When f is a partial Boolean function
on X, we define || f||c to be the least norm |¢|| over all elements ¢ € R¥ such that
[f(x) = ()] < € dom f,
Pl <14e v ¢ dom f.

When dom f = X, this agrees with the earlier definition of the symbol | f|.. A
straightforward consequence of Fact 2.1 is:
COROLLARY 2.2. Let X be a finite set, ||-|| a norm on RX. Then for every
€ (0,1) and every (possibly partial) Boolean function f on X,

1
(2.5) H|f|||e=we{l§g9§<{0}w Yo S = Y @) —elvlh

r€dom f z¢dom f

2 Y fla — 1+l

Z HI#)IH* wedom f

In particular, when dom f = X,

() = ellvlly

fll =
I7le =, e = oTr
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Proof. We only prove (2.5), the other statements being trivial consequences. Let
RX be normed by N; = ||-|| and

M) = max {6 tal}.

,—— max
z€dom f 1 + € z¢dom f

The dual norm N3 is given by

(26) N = Y W@l Y )

z€dom f z¢dom f

o+ 3 W@l

z¢dom f

2.7)

Equation (2.6) follows easily from the definition of a dual norm, (2.2). Another way
to get (2.6) is to recall that || - || and || - ||1 are dual norms, and that N2(¢) = ||¢'] o
where the vector ¢’ is obtained from 1 by scaling certain entries by €/(1 + ¢€).

We have || f]|e = min{N,(F —&) : N2(&) < €}, where F is the extension of f to X
given by F' = 0 outside dom f. In view of (2.7), Fact 2.1 implies (2.5). 0

2.2. Matrix analysis. A special case covered by the notation (2.1) is the fam-
ily R™*™ of all real matrices of dimension n x m. More explicitly, one has ||Al|c =
max |A4;;|, A1 = >_ A, and (A, B) = > A;;B;; for all A, B € R"*™. For finite
sets X and Y, we let R*¥*Y and {—1,+1}**Y stand for the families of real and +1
matrices, respectively, with rows indexed by elements of X and columns indexed by
elements of Y. The rank of a matrix A over the reals is denoted rk A. The symbol
diag(ay, as, ..., ay) refers to the diagonal matrix of order n with entries a1, as, ..., an
on the diagonal. A signature scaling of a matrix M € R™ ™ is any matrix of
the form diag(ay, ..., a,)M diag(by,...,bn), where a1, ..., an,b1,... by € {—=1,+1}.
The symbols I,, and J, ,, refer to the identity matrix of order n and the all-ones
matrix of dimension n x m, respectively; we will drop the subscripts and write I, J
whenever the dimension is clear from the context. A sign matriz is any matrix with
entries £1. A Hadamard matriz is any sign matrix A of order n that obeys AAT = nl.
The property of being a Hadamard matrix is preserved under signature scaling. In
particular, the Hadamard matrices of order 2 are precisely the signature scalings of
the matrix

(2.8) H= B _11} .

Recall that the tensor product of Hadamard matrices is a Hadamard matrix. In
particular, H®" is a Hadamard matrix for every integer n > 1, a classical construction
due to J.J. Sylvester.

The Frobenius norm of M € R™*™ is given by ||M||r = /> M. The singular
values of M are denoted o1(M) > o2(M) > o3(M) > ---, with the spectral norm
and trace norm given by |[|[M| = o1(M) and ||M||s = ) 0:(M), respectively. The
spectral norm and trace norm are duals of each other. An equivalent definition of the
trace norm is

(2.9) M|l = min{[|A[|p[|B|r : AB = M}.
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A close relative of the trace norm is the v norm, defined by
(2.10) Y2(M) = min{||Al|row| B|col : AB = M},

where ||Allyow and ||B|cor stand for the largest Euclidean norm of a row of A and
the largest Euclidean norm of a column of B, respectively. The subscript in ~» is a
reference to the norm used to measure the rows of A and columns of B, namely, the
Euclidean norm #5. Put

Y2,(M) = min{3(M — E) : | Ell < e},

the least 72 norm of a matrix in the e-neighborhood of M. Note that s, the trace
norm, spectral norm, and Frobenius norm are all norms, whereas 7, . is not a norm
(homogeneity fails). We collect some well-known properties of ¥z in the following
statement.
FActT 2.3. Let A and B denote arbitrary real matrices. Let Hy be a Hadamard
matriz of order N. Then:
(1) v2(A) = v2(B) whenever A is a signature scaling of B,

(ii) v2(A) = v2(B) whenever B is a submatriz of A,
(iii) 2 is invariant under duplication of rows and columns,
(iv) 72(4) > [|A]|oo,
(v) v2(A) = ||A|ls//nm for all A € R™*™,
(vi) v (A) < ||Allv/nm for all A € R™™™,
(vii) 72(J) =1,
(viii) y2(Hy) = VN,
(ix) 72,e(A) = (1 —e)y/nm/||A| for every A € {—1,4+1}"*™,
(x) 12,e(J)=1—€ for0<e<1,
(xi) Yo,e(Hy) = (1 —€)VN for0<e<1,
(xil) 72(A® B) < 72(A)72(B),

(xiil) y2(A o B) < 72(A)72(B).

Tracing the authorship of the items in Fact 2.3 is somewhat challenging. Items (v)
and (vi) appear in [41], and the others are likely classical. For the reader’s convenience,
we include the short proofs for all.

Proof.

(i)—(iii) Immediate from the definition (2.10).
(iv) By (2.10), one has A;; = (u;,v;) for some vectors u;, v; with |lu;]|2||lv]l2 <
v2(A), whence |A;;| < v2(A) by the Cauchy-Schwarz inequality.
(v) Immediate from the definitions (2.9), (2.10).
(vi) Equivalent to (v) by duality.

(vii) The upper bound follows from (2.10) and J,, ,, = Jp,1J1,m. The lower bound
follows from (iv).

(viii) The upper bound follows from (2.10) and Hy = HyI. The lower bound
follows from (v) and ||Hy||s = NV/N.

(ix) Take [|-]| = 72, f = A4, and ¢ = - A in Corollary 2.2 and apply (vi).

(x) M = (1—¢€)J obeys v2(M) =1—€ by (vii) and ||J — M||oc = €, which gives
the upper bound. The lower bound follows from (ix).

(xi) M = (1 —€)Hy obeys y2(M) = (1 — €)v/N by (viii) and ||[Hy — M||oe = e,
which gives the upper bound. The lower bound follows from (ix) and ||Hy|| = v/N.

(xii) Immediate from (2.10) and the mized-product property: if A = XY and
B=X'Y' then A B=(XX)(Y ®Y’).
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(xiii) Immediate from (xii) in view of (ii) and the fact that A o B is a submatrix
of A® B. d

In the context of lower bounds on communication complexity, we will encounter
partial sign matrices, which are matrices with entries in {—1,+1, %} and at least one
entry in {—1,+1}. For a partial sign matrix F' and a norm ||-||, we let | F|| stand for
the least norm ||M|| of a real matrix M with

|[Fij — Mig| < e (Fij = £1),

This is an instantiation for matrices of an earlier definition. The primary case of
interest to us will be vz (F).

2.3. Approximation by polynomials. Let f: X — {—1,41} be given, for a
finite subset X C R™. The e-approzimate degree of f, denoted deg.(f), is the least
degree of a real polynomial p such that ||f — p|loc < €. We generalize this definition
to a partial Boolean function f on X by letting deg,(f) be the least degree of a real
polynomial p with

|f(x)*p(m)|<e, xedomf,
Ip(z)] < 1+e, x € X \ dom f.

By basic approximation theory [19], there is a univariate polynomial of degree O(log %)

that sends [~ 3, 3] = [-1—¢€,14¢], [-3,—3] = [-1—€,—1+€| and [2, 3] — [1—¢€, 1+¢].
Thus, every (possibly partial) Boolean function f obeys

1 1
(2.11) deg.(f) gO(degl/S(f)log€> , 0<e< 3
2, a univariate polynomial exists [47] that maps [-1,1] —

Moreover, for 0 < € <
1

[~1,1], [-1,—€] = [-1,—2] and [¢,1] — [%,1] and has degree O(1/¢

~—

. Hence,

wl N

212 dewys(n) <O (Ldew (). D<e<

We will need the following dual characterization of the approximate degree.

THEOREM 2.4. Fiz e > 0. Let X C R™ be a finite set, f a (possibly partial)
Boolean function on X. Then deg (f) > d if and only if there exists a function: X —
R such that

> f@w@) = > @) > eyl

z€dom f z¢dom f

and )" Y(x)p(x) = 0 for every polynomial p of degree up to d.
Theorem 2.4 is immediate from linear programming duality; see [52, Sec. 3] for details.
In the special case of functions f: X — {—1,+1}, the first property of ¥ simplifies to
(f,1) > €||t]|1. The following weakening of Theorem 2.4 will be useful.

COROLLARY 2.5. Fiz e > 0. Let X C R™ be a finite set, f a (possibly partial)
Boolean function on X. Then deg (f) > d whenever there exists a function: X — R
such that

1+e
2

> f@)e) >

z€dom f

411
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and )~y Y(x)p(x) = 0 for every polynomial p of degree up to d.
Proof. Immediate from the inequality

Y W@I<wlh— Y f@@. O

z¢dom f z€dom f

The threshold degree deg, (f) of a Boolean function f: X — {—1,41}, for a finite
subset X C R", is the limit

(2.13) deg.(f) = lim deg,_(f)

Equivalently, deg (f) is the least degree of a real polynomial p with f(x) = sgnp(x).

2.4. Communication complexity. For an excellent exposition of quantum
communication complexity, see [15, 57]. Here we will mostly limit ourselves to a
review of basic facts and notation. Let f be a (possibly partial) Boolean function on
the Cartesian product X x Y of two finite sets X,Y. A quantum protocol is said to
compute f with error € if on every input (x,y) € dom f, the output of the protocol
disagrees with the value of f with probability no greater than e. Analogous to classical
communication, the cost of a quantum protocol is the maximum number of quantum
bits exchanged between the two players on any input (z,y). The least cost of an e-error
quantum protocol (with arbitrary prior entanglement) for f is denoted Q¥(f). The
precise choice of a constant € € (0,1/2) affects Q¥ (f) by at most a constant factor, and
thus the setting e = 1/3 entails no loss of generality. As another convention, by the
communication complexity of a (possibly partial) sign matrix F = [Fj;licr, jes will
be meant the communication complexity of the associated (possibly partial) Boolean
function f on I x J given by f(i,j) = F;; when F;; = 1 and undefined otherwise.

We will additionally consider the setting where the quantum protocol simultane-
ously solves n communication problems (equivalently, sign matrices) Fy, Fs, ..., F,.
Given n input instances (z1,y1),-.., (Zn,Yn), One per communication problem, the
protocol is required to output a string z € {—1,+1}" representing a guess at the
vector (F1(z1,Y1)s- -+, Fn(@n,yn)) € {—1,41}". As before, a (1 — o)-error protocol
is one whose output differs from the correct answer with probability no greater than
1 — o, on any given input. The least cost of such a protocol for Fy, Fs, ..., F, is de-
noted Q5_,(F1, Fo, ..., Fy,). As usual, we allow Fy, F, ..., F, to be partial functions
(equivalently, partial sign matrices).

In the case of n communication problems Fi, F5, ..., F},, it is meaningful to con-
sider protocols that solve all but m of the n instances, where the ratio m/n is a
small constant. In other words, given n input instances (z1,41), ..., (Zn, Yn), One per
communication problem, the protocol is required to output, with probability at least
o, a vector z € {—1,+1}" such that z; = F;(z;,y;) for at least n — m indices i. We
let Qf_mm(Fl,Fg, ..., F,) stand for the least cost of such a quantum protocol for
Fy, Fy, ... F,. When referring to this formalism, we will write that a protocol “solves
with probability o at least n — m of the communication problems Fy, F5, ..., F,.”

Yao [60], Kremer [36], and Razborov [46] showed that the matrix of acceptance
probabilities of a low-cost quantum protocol has low trace norm. Using work by Lee,
Shraibman, and Spalek [40, Thm. 9], one can show that the ¥, norm of a matrix M
is the maximum trace norm over all matrices obtained from M by duplicating rows
and columns (and normalizing in each case for the number of entries in the resulting
matrix). It follows that the matrix of acceptance probabilities of a low-cost quantum
protocol has low o norm. We will however use an earlier, first-principles proof of
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this statement, due to Linial and Shraibman [42, Lem. 12], which achieves optimal
constants.

THEOREM 2.6 (Linial and Shraibman). Let IT be a quantum protocol of cost c,
with or without prior entanglement. Then the matriz M = [P[II accepts (x,y)]|z.y
satisfies

’yg(M) < 2¢.

This result has the following corollary [42, Thm. 13], described earlier as the
generalized discrepancy method for quantum communication.

THEOREM 2.7 (Linial and Shraibman). Let F be a sign matriz. Then for all
e€(0,1/2),

(2.14) Q:(F) > plog{m.=. (F)}.

For partial sign matrices F,

(2.15) Q(F) > log {72, . (F)} ~3

Proof. Let ¢ = Q*(F) and fix a cost-c quantum protocol for F' with error e. Then
by Theorem 2.6, the matrix M of the protocol’s acceptance probabilities satisfies

v2(M) < 2°. Defining F' = 12— (2M — J), we infer that yo(F) < 12-(2-2¢+1) < 2673,

Since ||Flloo <1+ 7= and |Fy, — Fpyl < 17— on the domain of F, we conclude that

Yo, (F) <2773,
This proves the lower bound (2.15) for all (possibly partial) sign matrices.

For (total) sign matrices F, the alternate lower bound (2.14) can be derived as
follows. If tk F' = 1, then v c/(1—¢)(F) = 7V2,e/(1—¢)(J) < 1 by Fact 2.3 (i), (x). This
means that the right-hand side of (2.14) is negative when rk F' = 1, and bound holds
trivially in that case. In the complementary case when rk F' > 2, we have Q*(F) > 1.
Then (2.14) is an arithmetic average of this one-bit lower bound and the lower bound
in (2.15). O

The quantity GDM,(F') from the introduction refers to the lower bound on Q*(F)
given by Theorem 2.7. Note that the discussion in the introduction was in terms of a
different norm p and not ;. This substitution, original to [42], is legitimate because
the two norms are within a small multiplicative factor; see [39, Sec. 2.3] for details.

2.5. Query complexity. One of the basic models of computation is the de-
cision tree. It represents a deterministic algorithm that computes a given function
f{-1,41}" — {—1,+1} on an unknown input = € {—1, +1}" by querying a few bits
of z, in an adaptive manner. A randomized algorithm in this model corresponds to a
probability distribution on a family of decision trees. Classical query algorithms have
natural quantum counterparts; see [9, 57] for a detailed introduction to this model.
Analogous to the classical case, the cost of a quantum query algorithm is the number
of queries on the worst-case input. The e-error quantum query complexity T.(f) of
a (possibly partial) Boolean function f on {—1,+1}" is the least cost of a quantum
algorithm that computes f(z) correctly with probability at least 1 — ¢, on every input
x € dom f.
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Quantum query complexity is closely related to polynomial approximation, as
discovered by Beals, Buhrman, Cleve, Mosca, and de Wolf [9, Lem. 4.2].

THEOREM 2.8 (Beals et al.). Let A be a cost-T quantum query algorithm, with
input x € {—1,+1}" and one-bit output. Then the acceptance probability of A is a
real polynomial in x1,...,x, of degree at most 2T. In particular,

(2.16) T(f) =2 %degﬁ(f)

for every (possibly partial) Boolean function f on {—1,4+1}".

The difficult part of Theorem 2.8 is expressing the algorithm’s acceptance prob-
ability as a degree-2T" polynomial p(x1,...,x,). Once this has been done, the final
statement in the theorem follows easily by noting that the shifted and scaled polyno-
mial p’ = - (2p — 1) obeys [|p'[lcc <1+ 1= and |f — p/| < 1= on the domain of f.
Theorem 2.8 gives what is known as the polynomial method for proving lower bounds
on quantum query complexity. Inequality (2.16) was used in [9] to prove tight lower
bounds for all symmetric functions and has been successfully employed in subsequent
research, e.g., [13, 2, 1, 34].

Analogous to quantum communication complexity, we will consider query algo-
rithms that simultaneously solve n problems f1, fa,. .., fn, where each f; is a (possi-
bly partial) Boolean function on {—1,+1}". We say that a quantum query algorithm
solves with probability o at least n — m of the problems fy, fa,..., fn if on every
input (z1,22,...,2,) € [[dom f;, the algorithm outputs, with probability at least
o, a string z € {—1,+1}" with z; = f;(z;) for n — m or more indices i. We let
Ti_om(f1, f2,..., fn) denote the least cost of such a quantum algorithm.

2.6. Fourier transform. Consider the vector space of functions {—1,+1}" —
R. For § C {1,2,...,n}, define xs: {—1,+1}" — {=1,+1} by xs(z) = [[;cq -
Then the functions yg, S C {1,2,...,n}, form an orthogonal basis for the vector
space in question. In particular, every function f: {—1,+1}" — R has a unique
representation of the form

f= > f(9xs

SC{1,2,...n}

where f(S) =2" > vef—1,+13n J (@)xs(x) is the Fourier coefficient of f that corre-
sponds to yg. The orthogonality of {xs} leads to

(2.17) S f8?= B [f@)?]

e{-1,41}n
SC{1,2,....n} vetztAn

a fact known as Parseval’s identity. The functional

Ifli= > 19

5C{1,2,...,n}

is subadditive and submultiplicative. In other words,

(2.18) 1F + gl < Al + 191,
(2.19) 1F o gl < IIF111 191
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for all f,g: {—1,+1}" — R. The subadditivity is obvious, and the submultiplicativity
can be verified as follows:

I1f o gllx

S Fous)

SC{1,2,...n}

- ¥ Y iDise)

SC{12,,n} [TC{1.2,...m}

< ) Y. If@Ilgse )

SC{1,2,...n} TC{12,..n}

= || fllx - 1],

where S®T = (SNT)U(SNT) denotes the symmetric difference of sets.

3. Preparatory work. Theorems 2.6 and 2.8 point to a key similarity between
quantum communication and query complexity. Specifically, every efficient commu-
nication protocol, when viewed as a matrix of acceptance probabilities, resides in the
convex set corresponding to matrices of low v, norm. Every efficient query algorithm,
when viewed as a function of acceptance probabilities, resides in the convez set corre-
sponding to low-degree polynomials. In this section, we develop a number of auxiliary
results that are not affected by the nature of the convex set and are thus common to
quantum communication and query complexity. This allows us to avoid a considerable
duplication of effort. In what follows, we categorize the preparatory work into results
pertaining to XOR lemmas, direct product theorems, and direct sum theorems.

3.1. Auxiliaries for XOR lemmas. The starting point in our analysis is a
polynomial construction. It will play a key role in finding the witness object de-
scribed in the introduction. We remind the reader that for z € {—1,41}", we use the
shorthand |z| = [{i : z; = —1}|.

LEMMA 3.1. For any n1,7m2,...,0n € [0,1), define p = T(n1,n2,...,Mn) and
n=max{n,N2,...,Nn}. Fork=0,1,2,...,n—1, let py: [-1,1]" = R be the unique
degree-k multilinear polynomial such that

k

pir(z) = (D" (1= =), zef{-1,+1}"

i=1

Then
(3.) Blne(a)l < mamnn {1+ (1)) o
(32 ot < (" 7).

Furthermore, pr(z) > 0 for all z € [—1,1]" provided that k is even.
Proof. Nonnegativity for even k is immediate on {—1,+1}" and generalizes to all
of [—=1,1]™ by the multilinearity of p; and convexity. Next, (2.18) and (2.19) imply

(n—l—i):kz!(n}:k),

k
1]l <

i=1
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where the first step uses the fact that the function z — |z| has Fourier representation
20 5= 5 2 X (2)
It remains to prove (3.1). We have

(33)  p(") =kl

(3.4) pr(2) =0, 1< 2| <k,
=) ()
<nan(,)

(39 = () (AT A=k

In addition,

Pllsf =i = > [[n-TT0-n)=n" > T17-

Sl=i j€S  j¢S 50 jes LT

(36) < (1) (124 )

where the final step uses n; < n. Putting together (3.3)—(3.6) gives:

Bl () <m0+ 30 w7 ) (1787 (13)

i=k+1

s fis (1) (2 E (1) (2]

= pr(1")p(1") {1 + (k i 1) (177371)"} 7

Using the polynomial py from the previous lemma, we will now construct the
desired witness object Wy, for later use in the XOR lemmas. For now we will only
establish those properties of ¥, that are common to the settings of communication
and query complexity.

LEMMA 3.2. Fiz e € (0,1). Consider a (possibly partial) Boolean function g; on
a finite set X; (i=1,2,...,n). Let ¥;: X; = R be given with

3.7 il =1, i=1,2,...,m,
(3.8) Z gi(wi)i () — Z [i(zs)| > (1= )|lilli, i=1,2,...,n.
z;€dom g; xz;¢dom g;

For each i, let f;: X; — {1, +1} be the extension of g; given by fi(x;) = —sgn;(x;)
outside dom g;. For k=0,1,2,.. — 1, define ¥y: [[X; = R by

\I’k(wlv sy ) = (- 7fz($z) ng/h‘(%‘)v e ) sz(x%)’
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where py, is the degree-k polynomial from Lemma 3.1. Then for all § > 0,

n

(3.9) Yoo W@ ]la@) - D 1@ -8Vl

€[ dom g, i=1 2¢[ dom g,
eEN™ n (16)k+1
| _ = _ 2
>k'(1 2) {2 (1+9) <1+(k+1> (1—5e)”>}'

Proof. 1t is clear that (fi, v;) > (1—€)|[¢);||1 = 1—e for eachi. Let y; = 2 —1(fi, ¢;)
and n = max{ni,N2,...,Nn . Then
(3.10) <<
. <3
Let A be the probability distribution on [] X; given by A(..., 24, ...) = []|w:i(x:)].
When (...,2;,...) ~ A, the string (..., fi(x;)sgne;(z;),...) € {—=1,+1}" is dis-
tributed according to g = I(n1,n2,...,1,). As a result,

12l = 30 IpeCoo filwd) san v, ) [t
= E [Ipi(c... filxs) sgn (i), ...
(3.11) = E llpe(2)I]

Let D C []domg; be given by D = [[{z; € X, : fi(z;) = sgn;(z;)}. Then

n

Yo W@ ]Ja@) - DY k@) -8l Wels

z€[[dom g; i=1 z¢[]dom g;

> (@) [] filw) = D 1a(@)] = 6] Wl
z€D =1 ¢ D

>2) WUy(e) [] filwi) = L+ 0%l

z€D i=1
=2u(1")pe(1") — (1 + 0)[[ Wiy

=2p(1")pe(1") = (1 +0) E [Ipi(2)]] by (3.11)

> u(1™)pr(17) {2 —(1+0) (1 + (k Z 1) (177k+171)")} by (3.1).

In view of (3.10) and the bound p(1™)pg(1™) > k(1 —n)™ > El(1 — ¢/2)™, the proof
is complete. a

A common operation in this manuscript is that of bounding the correlation of a
given function with the elements of a given convex set. In the case of quantum query
complexity, this operation is effortless because of the way polynomial multiplication
is defined. More care is needed in the setting of quantum communication complexity,
where this step corresponds to bounding the norm dual to the convex set. We address
the latter case below.
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LEMMA 3.3. Fiz finite sets X1, Xo, ..., X,. Let RX1 RX2 . RX» and RIIX:
be normed by ||-||, where

(3.12) o) max{w L g € RX\ {0} for all i = 1271}

[Li il
(3.13) Cy = max{”[lﬁ(glﬁo : ¢ € R%\ {0} for some i = 1,2,...,n} .

Fork=0,1,2,...,n, let € be the convex hull of functions &: [[ X; — R of the form

(3.14) E(x1,... an) = \S:F:k lggs,i(xi)] ,

where each €s,;: X; — R obeys ||€s.illoo < 1. Then for all v¥;: X; — R with |||l < 1
(i=1,2,...,n),

*

<C\C E
|S|=n—k

max
CECK

¢o ®¢z‘
i=1

Hllli/ﬂilll*] :
i€S

Proof. By convexity, it suffices to prove the claim for the functions £ in (3.14).
In view of (3.12),

H §o ®¢i
i=1

By duality, (3.13) is equivalent to saying that [|¢[|* < Café|1 for all ¢ € JRX:,
whence

*

<C, E
|S|=k

1T0s.: 0 will” - H||wi||*] :

i€S i¢s

H§0®¢i < C1C% £ H||€S,io?/}i||1'H||1/fi||*]
i=1 IS1= i€S i¢S
<act B Hmwim*]. D
" Lies

3.2. Auxiliaries for direct product theorems. We now turn our attention
to the setting of direct product theorems. We start with a relaxed formalization of
what it means to simultaneously solve n problems.

DEFINITION 3.4 (Approximants). Fiz a (possibly partial) Boolean function g; on
a finite set X;,1=1,2,...,n. A (o, m)-approximant for (g1,g2,...,gn) is any system
{6.} of functions ¢,: [[ Xi = R, z € {—1,41}", such that:

(3.15) S ga(zr,. x| <1, re ] X

ze{—1,+1}™
(3.16) Z B2191(1)srszngn @) (T15 -+ oy Tn) = 0, z € Hdomgi.
lzl<m
Roughly speaking, one should think of ¢.(z1,...,2,) in the above formalism

as the probability that the algorithm outputs the string z = (z1,...,2,) on input
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(z1,...,2,). Property (3.15) says that these probabilities cannot add up to more
than 1 on any input (z1,...,2,), including inputs that lie outside the domain of
definition of some g; and are thus illegal. Property (3.16) says that on legal inputs
the algorithm should be approximately correct, i.e., it should produce with probability
at least o a string (z1, ..., z,) that differs from the correct answer (g1(z1), ..., gn(2s))
in no more than m positions. Definition 3.4 is somewhat more general and allows for
negative “probabilities,” but the described intuitive interpretation captures the idea
well.

It is straightforward to see, as we will in sections to come, that communication
protocols and query algorithms that solve with probability ¢ at least n — m of the
problems g1, ga, . .., gn give rise to representations {¢,} that obey (3.15) and (3.16).
The representations {¢, } that arise in that way will obey various additional properties,
but we will only appeal to (3.15) and (3.16) in the proofs of our lower bounds. As
the reader may have already guessed, strong direct product theorems correspond to
m = 0, whereas threshold direct product theorems correspond to m = Bn for some
small constant 5 > 0.

We now recall a result on the polynomial approximation of symmetric functions
due to de Wolf [58], improving on earlier work in [51]. We only require a special case
of de Wolf’s theorem.

THEOREM 3.5 (De Wolf). Let o > 0 be a sufficiently small absolute constant.
Then for all integers m, £ > 0, there is a degree-f univariate polynomial Q, with

. <x2
1Qeli) — (—1)7] < 275 FmHt, i=0,1,...,m,
(12
‘Qé(i)|<2_%+m+l, i=m+1m+2...n,
|Qe(d)| <1, i=0,1,...,n.

In words, Theorem 3.5 gives a polynomial of reasonably low degree that approxi-
mates the parity function with extremely high accuracy at the integer points in [0, m]
and is exponentially close to zero at the integer points in (m,n]. We will need the
following corollary to Theorem 3.5.

COROLLARY 3.6. Let « be the absolute constant from Theorem 3.5. Then for all
integers m, ¢ > 0, there is a degree-f symmetric polynomial go: {—1,+1}" — [-1,1]
such that:

n o 2
(3.17) ae(z) = [[ | <27+, B
=1
04,2
(3.18) lqe(2)] < 275, |2 > m,
1/2
n
) Gell1 < .
(3.19) fadi < (2,

Proof. Put qi(z) = Qu(|z]), where Q¢ is the polynomial from Theorem 3.5. Then
(3.17) and (3.18) follow at once. Since gp sends {—1,+1}" — [—1, 1], one infers (3.19)
from Parseval’s identity (2.17):

S« [ Saor) (5) = (Lo mer) (L) o

|S|<e |S|<e
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We are now prepared to prove the key technical lemma that will allow us to obtain
direct product theorems for communication and query complexity.

LEMMA 3.7. Consider a (possibly partial) Boolean function g; on a finite set
X, fori=1,2,...,n. Let ¥;: X; = R be given that obeys (3.7) and (3.8). Define
fir Xi={-1,+1} i =1,2,...,n) and ¥y: [[X; >R (k=0,1,2,...,n—1) as in
Lemma 3.2. For a given (o, m)-approzimant {¢.} of (91,92, ---,9n), let Pp: [[ X; —
R be defined by

(w1, ) = Y Glwn, )z fi(), ) [ 2
i=1

ze{—-1,+1}"

where qg is the degree-¢ polynomial from Corollary 3.6. Then
(3.20) (¢, Vy)

> k! (1—2)"{2—(2—a+2—‘ﬂf2+m+1) <1+<kil>(§_€)f;ﬂ>}

where a > 0 is the absolute constant from Theorem 3.5.
Proof. In view of (3.15) and the fact that ¢ sends {—1,+1}" — [—1, 1], we have

(3.21) [[@elloc < 1.

Now,

(@, W)= D Su@)Vi(e) + Y Ui(e) [Jailes)

z¢[]dom g; z€[]domg; =1
+ Z Uy (x) {@g(x) - ng(xl)}
z€[[dom g, i=1
> > @] - D V(@)
z€]] dom g; =1 z¢[]dom g;

n

®o(x) - [ [ gi()

i=1

Oy(x) — [ 9i(=1) ) X
i=1

(- G)e )

where the second and third steps use (3.21) and (3.9), respectively. It remains to
prove that

— [[Tk|li max
z€]]dom g;

>k (1-) {2— <1+ max
2 z€[]dom g;

n

o(z) — [T gs(2)

i=1
For this, define G: {—1,4+1}" — {-1,0,+1} by

G2) = 2122 Zn, |Z|<m.’
0, otherwise.

o 2
(3.22) <1—og+2 S tmtl z € [[ domyg..
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For every = € [[dom g;,

n

Dolo) — [ outa)

i=1

= Z (bz(x)(H("'azigi(xi)a“')nzigi(xi) -1

z€{—1,+1}"
<| YD (@) G zigi(), ) [ zigi(e) -1
ze{—-1,+1}" i=1
+ > 1e@)IG - aelle
ze{—1,+1}"

= Z (b(zl!h(I1)7~--,ann(mn))(I) 1| +G = @l Z |p- ()],

|z|<m zE{—1,41}"

<l-o <1

where the indicated bounds in the final step follow by (3.15) and (3.16). Corollary 3.6
guarantees that |G — q¢flee < 27/m+m+1 which settles (3.22) and the lemma. O

3.3. Auxiliaries for direct sum theorems. It makes sense to speak of XOR
lemmas and direct product theorems only when the given problems f1, f, ..., f, are of
comparable complexity. When the relative complexities of the problems vary greatly,
the appropriate notion is a direct sum theorem. We develop the needed technical
tools below, for communication and query complexity.

LEMMA 3.8. Fiz finite sets X1, Xo,...,X,. Let RX1 RX2 . RX» and RIIX:
be normed by ||-||, with Cy defined by (3.12). Then for all €1,¢€2,...,¢, € (0,1) and
all functions f;: X; — {-1,+1} (:1=1,2,...,n),

X /i

=1

(3.23)

1 n
. Lzt
Hﬁl

For all (possibly partial) Boolean functions g; on X; (i=1,2,...,n),

2 n
> & [Mls

2[Tei—1 i=1

®9i

i=1

(3.24)

€7

Proof. By Corollary 2.2, we can fix ¢;: X; — R such that

(fi,¥i) — €|vallL

= i=1,2,...,n.

325 1llle; bl
(3.25) il Ak
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Then
> (X fi, Qi) — | @il [T e by Corollary 2.2
e 1€ il
[1{Sis i) — T eill sl by (3.12
Z T A v
[I{fis i) =TT ell il Hmﬁ . by (3.25)

CrIT(fis i) — €illilln)

Cil TTIs:

€5

23

where the final step follows from the fact that [T A; — []a; > [[(A; — a;) for any reals

Ai,. .., An a1, .. an with A; 2 a; 20,4 =1,2,...,n. This settles (3.23).

The proof of (3.24) is closely analogous. Corollary 2.2 provides v¢;: X; — R with

1 .
(3'26) ngl €; < w Z gZ(x2)¢Z(xl) - EZHd)ZHl ’ 1=12,...,n
t z;Edom g;
Then
n
Q9
i=1 2[Tei—1

> m Z ng(aiz)wz(xz) — 1&® il HQ by Corollary 2.2

[Idomg; @
2
Z ST i(Ti)Yi(Ti) — i i by (3.12
I |y, Lot Z1@vih [ g o512
H Z gl(xz ’(/}z xl Hsz'l/h”l
> 4 dom g; i 2H|”gl‘”€z by (326)
CIH Z gi ()i (x:) — €|l
% dom g;

|

2
2 [ ngz €

An analogous result holds for polynomial approximation:

LEMMA 3.9. Fix finite sets X1, Xo,..., X, C R™. Then for all €1,¢3,..., €,

(0,1) and all functions f;: X; — {-1,+1} (i=1,2,...,n),

n

(3.27) degpye, <®f1> Z eg..(fi)-
i=1

For all (possibly partial) Boolean functions g; on X; (i =1,2,...,n),

(3.28) degy e, 1 (@ gi> > deg.,(g:)-
i=1

i=1
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Proof. We may clearly assume that each f; is nonconstant. By Theorem 2.4, for
each i there exists ¢, : X; — R with

(fi, i) > €l

and ),y Yi(wi)p(zi) = 0 for every polynomial p of degree less than deg,, (f;).
Then (& fi, @ i) > | @ vill1 [Tei and 3 py 5, p(- - @i, ... ) [Thi(zi) = 0 for every
polynomial p of degree less than ) deg. (f;). Again by Theorem 2.4, the proof of
(3.27) is complete.

The proof of (3.28) is similar. We may assume that each g; is nonconstant. By
Theorem 2.4, for each ¢ there exists ¥;: X; — R with

Y gil@)til@) > el

z;E€dom g;

and ),y Yi(wi)p(zi) = 0 for every polynomial p of degree less than deg,,(g;)-
Letting v = @ 1;, we have

n

> v@ L@ > el [T
i=1

z€[]domg; =1

and ZHXip(' ey iy ) [[wi(x;) = 0 for every polynomial p of degree less than
>_deg, (gi). By Corollary 2.5, the proof of (3.28) is complete. 0

4. Quantum communication. This section is devoted to our results on quan-
tum communication complexity. In Section 4.1, we prove XOR lemmas and direct
product theorems for any approximate norm whose dual exhibits submultiplicative
behavior. In the subsections that follow, we specialize our results to 7., obtaining
XOR lemmas, direct product theorems, and direct sum theorems for communication
complexity.

4.1. Solution for arbitrary norms. In what follows, ||-|| stands for any norm
on Euclidean space. The results below are meaningful as long as the dual norm be-
haves nicely under tensor product, viz., a reasonable bound can be placed on ||&) ¥;|*
in terms of [[|l¢:||*. We start with an XOR lemma.

THEOREM 4.1. Fiz finite sets X1, X, ..., X,. Let RX1 RX>  RXn agnd RIIX:
be normed by ||-||, with C1,Cy defined by (3.12) and (3.13). Fiz a (possibly partial)
Boolean function g; on X; (i = 1,2,...,n). Then for every €¢,6 € (0,1) and k =
0,1,2,...,n— 1,

i 0\ (0!
. IT Ngill— 1_5_<1+5><k+1>(1216)n
i > i=1 ) -5 '
@gz ) =z - en—k (TL + k>c Ck
- ill1—e 71 1 \7m 1
£, Q lgillx i1\ ;

Proof. By Corollary 2.2, for each i there exists 1;: X; — R such that

4.1 lgilli—e = Do gilwdvi(z) — Y [ile) = (1= o)lilh

z;Edom g; z;¢dom g;

1
llsll*
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In particular, the expression in braces is positive for all <. By homogeneity, we may
assume that [[¢);||1 = 1 for all 4. Define ¥j: [[X; — R as in Lemma 3.2. By Corol-
lary 2.2,

n

M Z \Pk(x)Hgi(ii)* Z [T ()| — ]| Pkl

z€]]dom g; i=1 z¢[]domg;

In view of (3.9), it remains to prove that

n+k k
4.2 Uif” < k! "hCCy '
(4.2) Il ( k ) ! \S| n—k [H lgill— e]

For this, note first that (4.1) gives

€llvills € ,
(4.3) llall™ < = : i=1,2,...,n.
T lgili—e gl

Let %0, %1, ..., %y be as defined in Lemma 3.3. In light of (3.2) and the symmetry of
the polynomial pj from Lemma 3.1, one has

n+k
(4.4 il fitesmnte. € k("1 ),
for all Boolean functions f; on X; (i =1,2,...,n). Lemma 3.3 now implies that

I < k!(“ ’“) Cick B

which settles (4.2) in view of (4.3). 0
We now prove a direct product theorem, again in the context of an arbitrary
norm. More specifically, the theorem places a lower bound on the norm of any (o, m)-
approximant for a given set of functions, as formalized in the following definition.
DEFINITION 4.2. Fiz finite sets X1, X, ..., X, and a norm ||-|| on RIIX:. For a
(possibly partial) Boolean function g; on X; (i=1,2,...,n), let

Hmm I 1

lgr, g2, > gn, 0l = min_ max  [lo-]l
where the minimum is over all (o, m)-approzimants {¢.} of (91,92, -, 9n)-
THEOREM 4.3. Fiz finite sets X1, Xa, ..., Xn. Let RX1 RX2 . RXn and RIIX:
be normed by ||-||, with C1, Cs defined by (3.12), (3.13). Fiz a (possibly partial) Boolean
function g; on X; (i = 1,2,...,n). Then for all e,0 € (0,1), and all nonnegative
integers k, €, m with k 4+ ¢ < n, one has:

lgisg2:-- - gn.o.ml| =

2 1
T lgills— 0_2—%%“_2( n )(Ze)kﬂ
k (

s +1)(1— 3¢

1
nen—k=t /n 4k n\ /2
E Al « £ C CkJrZ
|S|=k+¢ [ H9 lg:ll ] (1— 1o ( k ) <<£> !

)
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where o > 0 is the absolute constant from Theorem 3.5.

Proof. By Corollary 2.2, for all i there exists ¢;: X; — R that obeys (4.1).
Clearly the expression in braces in (4.1) is positive for all <. By homogeneity, we may
assume that ||¢;]|1 = 1. Fix a (o, m)-approximant {¢,} for (g1,92,...,9n) and define
Uy, ®;: []X; — R as in Lemma 3.7. Define Uy 0 .: [[X; — R by

Ure (oo @ise o) = Welon iy el 2 fi(s), qu

where f1, fo,..., fn are as defined in Lemma 3.7 and ¢, is the degree—ﬂ polynomial
guaranteed in Corollary 3.6.
CLAIM 4.4. For each z € {—1,+1}",

n+k\ [/ n\"? .
w(" (L) e B | T
= i€s

Proof. Let %y,%1,...,%, be as defined in Lemma 3.3. Let p; be the degree-k
polynomial defined in Lemma 3.1. We have

Doy filws) sguin(as), .. ) € k'("zk)ffk

@l zifi(xi),...) € ( " >1/2<5£.

<l

Ik 0" <

The first of these memberships was shown earlier in (4.4), and the second is immediate
from (3.19) and the symmetry of g¢. The product of these two functions therefore lies

in k!("zk) (gz) 1/2%]6“. Since

Upoo(ooy @iy ) =pu(eon, film) sgui (), . )qe(. . ., 2 fi(xs) sz% (xs),

by definition, the proof is complete by Lemma 3.3. O
Note that (4.1) forces
ellvill1 €

(4.5) bl < = 7 i=1,2,...,n.
Slgilli-e  lgilli-c

Now,

(@o, Ty = > (2 Vropz)

ze{—1,+1}"

SR [ P9

ze{—1,+1}"

n+k\ [/ n\"? &
< k1 on +Z
< K2 ( i )(éf) C1C5

where the last step follows by Claim 4.4. Now (4.5) shows that (®,, U}) cannot exceed

+ k n\?
k,!2n€n—k—£ <n > ( ) C CkJrZ
k <L T2 sjent et H |||gz|||1 c

In view of (3.20) and the fact that the theorem is void for o < 27¢*/n+m+1 e obtain
the claimed lower bound on max]|¢. ||. O

| T

€S

max||¢-|,
z

maxl6. .
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4.2. XOR lemmas. We now specialize the above results to the v norm and
quantum communication complexity. For this, we recall a multiplicative property of
the dual norm ~3, established by Cleve, Slofstra, Unger, and Upadhyay [17].

THEOREM 4.5 (Cleve et al.). For all real matrices A, B,

72 (A® B) =3 (A)72(B).

We note in passing that Lee, Shraibman, and Spalek [40, Thm. 17] recently revis-
ited Theorem 4.5, additionally proving multiplicativity for the primal norm ~s. For
our purposes, only the upper bound in Theorem 4.5 is needed.

THEOREM 4.6. Let g > 0 be a sufficiently small absolute constant. Then for all
(possibly partial) sign matrices Fy, Fs, ..., F, and all € € (0,¢),

V2,1—en/101 <® Fi) = |s|:H[lS%9n] {g'YZI—e(Fi)}-

i=1
Proof. By Theorem 4.5 and Fact 2.3 (iv), the norm ||-|| = 72 satisfies (3.12)
with C; < 1 and (3.13) with Cy < 1. Hence, invoking Theorem 4.1 with ||| = 72,

k=10.01n], 6 =1—€"10" and g; = F; gives

n

n H’Yz,ke(Fi)
i=1 _ : X
Y2,1—en/101 <® F7,> > { } = \S|:H(1(%%9n] {272,1—5(F1)} s

max H'YQ,l—e(Fi)

S|=10.01
|51=10.01n) | L5

as was to be shown. 0

Theorem 4.6 gives the desired XOR lemma for quantum communication. We will
now show how to improve the dependence on € in the more interesting case of total
communication problems. A base case in our analysis is given by:

PROPOSITION 4.7. Let Fy, Fs,..., F, be sign matrices, each of rank at least 2.
Then
(4.6) Yo1—e (@ F¢> > €2"/? (0<e<).
i=1

Proof. Let H be given by (2.8). We claim that each F; contains some signature
scaling of H as a submatrix. To see this, signature scale F; such that the first row
and first column feature only +1 entries and conclude from rk F; > 1 the existence of
a —1 entry elsewhere in the resulting matrix. Now (4.6) is immediate from Fact 2.3
(1), (ii), (xi). O

THEOREM 4.8. For a small enough constant ¢ > 0 and every sign matriz F,

(4.7) o3y (F=) = (12,3(F))" (tkF = 1),

(4.8) Vo (z) (FE") 2 (72 (F))C" (tk F > 1).

1
4
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Proof. In the trivial case when rk F = 1, Fact 2.3 (i), (x) gives vo,1—(3/4)n (F®") =
(3/4)™ and 751 /4(F) = 3/4, proving (4.7).

In the remainder of the proof, we assume that rk ' > 1. By Theorem 4.5 and
Fact 2.3 (iv), the norm |[|-|| = 2 satisfies (3.12) with C; < 1 and (3.13) with Cy < 1.
As a result, letting k = |0.96n], e =3/4,0=1—(3/4)",and g1 = g2 = =g = F
in Theorem 4.1 yields

72,1—(%)"(}7@”) > ,72&(1;‘)71/25 -a

for some constant o > 0. Proposition 4.7 gives an alternate lower bound of (3v/2/4)".
One now obtains (4.8) as a geometric mean of these two lower bounds: for small
B >0,

8 3\5 ny 1—08
72,17(%)"(F®n) 2 {72,%(1?)”/25 : 0‘“} { <4> } = ’Ygg(F)ﬁ"/%. O

Theorem 4.8 readily generalizes to n distinct sign matrices:

IN

THEOREM 4.9. Fizx sign matrices Fi, Fs, ..., F,, each of rank at least 2. Then
4.9 n E|> i F;
(4.9) Yo1-(2) <(§_§1) ) (wfﬁf}zm {ieﬂsw,m( )})

for a small enough constant ¢ > 0. In particular,

(4.10) Y2,1-2-cn (@E) > (sﬁ?&%%} {H72,1/4(Fi)}>

i=1 i€S

for a small enough constant ¢ > 0.

Proof. The proof of (4.9) is analogous to Theorem 4.8. It remains to show (4.10).

At first sight, (4.9) seems much weaker than (4.10). After all, the former gives a
lower bound in terms of the cumulative complexity of the easiest 4% of the problems,
and the latter in terms of the easiest 99%. A moment’s reflection reveals, however,
that (4.10) follows easily from (4.9). Specifically, one first discards the easiest 99% of
the problems Fy, Fy, ..., F,, and then applies (4.9) to the remaining 1%. This merely
results in a smaller constant ¢ > 0 in the latter case. O

This establishes the XOR results in Theorems 1.1 and 1.3 of the introduction.

4.3. Direct product theorems. We will now derive direct product theorems
for quantum communication, corresponding to the XOR lemmas just obtained. Re-
call that the symbol Q7_, ,,(F1, Fa, ..., [},) stands for the least cost of a quantum
protocol that solves with probability o at least n — m of the communication prob-
lems Fi, Fs, ..., F,. The meaningful case is when the ratio m/n is a sufficiently
small constant. In this setting, a protocol that simply outputs a random answer
(21,22, ..,2n) € {—1,+1}" without any communication achieves error probability

1-27" ( <’1n) =1-2"%"_ All communication lower bounds below allow the protocol

to err with probability 1 — 279"

For Boolean functions F;: X; x Y; — {—1,+1}, i = 1,2,...,k, and a gadget
g: {—1,+1}* — {—1,+1}, the symbol g(F},..., F}) stands as usual for their compo-
sition, which is a function [ X; x [[Y; = {—1,+1}. We will mostly be interested in
g = Nand g = @ below. We will usually view g(F1, ..., Fy) as a sign matrix, with rows
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indexed by elements of [[ X; and columns indexed by elements of []Y;. For (possibly
partial) sign matrices Fi,..., Fy,, define vo(F1y, ..., F,,0,m) to be |Fy,..., F,,o,m|
with ||-|| taken to be the 75 norm on the matrix family RITX:*IIY:,

PROPOSITION 4.10. For all (possibly partial) sign matrices Fy, ..., Fy,

QQI*"”"(FI"”’F") > ")/2(F1, ceey Fn,O', ’ITL)

Proof. For a protocol II with cost ¢ that solves with probability ¢ at least n — m
of the problems F1i, ..., F,, define

Do (X1, T, Y1y -5 Yn) = P21, ooy 0, Y1y - Un) = 2],

where the probability is taken over the operation of the protocol on a fixed input. Then
{¢.} is a (o, m)-approximant for (F\,..., F,). Viewed as an element of RIIXixITY:,
each ¢, is the matrix of acceptance probabilities of a quantum protocol with one-
bit output and cost ¢ (namely, the quantum protocol that accepts if and only if II
outputs z). Thus, v2(¢,) < 2¢ by Theorem 2.6. d

Recall from Theorem 4.5 and Fact 2.3 (iv) that the norm ||-|| = 2 satisfies (3.12)
with C7 < 1 and (3.13) with Co < 1. We will use this fact without further mention
whenever we invoke our main technical tool here, Theorem 4.3. We have:

THEOREM 4.11. Fiz (possibly partial) sign matrices Fy, Fy, ..., F,. Then for a
sufficiently small constant € > 0,

Ql _g-en en(F1, Iy F) 2 € mingn] {Zlog (72}1_6(Fi))} -1
€S

|S|=[0.9

Proof. A protocol that solves (Fi, Fy, ..., F,) with probability 0.99 can solve
each F; individually with probability 0.99. Hence, for n up to any given constant, the
theorem follows trivially from Theorem 2.7 by choosing € > 0 correspondingly small.
For n larger than a certain constant, the theorem follows by taking k = ¢ = [0.005n ],
m = |en], and o = 27" in Theorem 4.3 and applying Proposition 4.10. |

Theorem 4.11 gives the desired direct product theorem for quantum communi-
cation. As we did for XOR lemmas, we will now take a closer look at the more
interesting case of total functions, improving several constants. The base case in our
analysis is given by the following statement.

LEMMA 4.12. Let 8 > 0 be a sufficiently small absolute constant. Then:

(i) QT—Q*B"ﬁn(Fl’ ..., F) > Bn for any Hadamard matrices Fy, ..., F, of or-
der 2.

(ii) Q’l‘iz,ﬂnﬁn(Fl7 ..., F,) > Bn for any sign matrices F,...,F, of rank at
least 2.

Proof.

(i) Let K > 1 be a sufficiently large integer constant and Hy, ..., H, Hadamard
matrices of order 2. Then vy, (H;) = €2K/2 for each i, by Fact 2.3 (xi). As a
result, choosing a sufficiently small absolute constant 8’ > 0 and letting n = r,
k=10.96r|, ¢=10.01r], ¢=3/4, and ¢ = (3/4)" + 2-*/r+B'7+1 i Theorem 4.3
give yo(Hy,...,H,, 27 P77 B'r) > 27" whence Q Hy,...,H.) > B'r by
Proposition 4.10.

Now, given order-2 Hadamard matrices Fi,..., F,, let r = |n/K| and consider the
order-2¥ Hadamard matrices H; = Fr(i—1)+1@Fk(i—1)42® - @Fg; fori =1,2,...r.

1 (
1—-2-8'r B'r
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We have Q7 , . B’T(Hl’ ..., H.) > B'r by the above, which proves the claim since

trivially Q7_, 5,.(F1,..., Fp) 2 Q_, 5. (H1, ..., H;) for all o.
(ii) As argued earlier in Proposition 4.7, each F; contains a Hadamard matrix
of order 2. The proof is now complete by (i). |
Using the previous lemma, we will now derive the sought direct product theorems.
THEOREM 4.13. Fix sign matrices Fy, Fs, ..., F,, each of rank at least 2. Then
for some absolute constant 3 > 0,

(4.11) Q1 _g-pn gp(F1, By F) 2 B . H(l&%%] {Zlog (72 1 )} :

Proof. As explained in the proof of Theorem 4.11, we may assume that n is larger
than a constant of our choice. Then choosing a sufficiently small absolgte constant
B >0, letting k = [0.96n], £ = [0.01n], e = 3/4, and o = (3/4)" 4+ 2~ /n+Fn+1 i
Theorem 4.3, and invoking Proposition 4.10 give

|S|=0.03n]

QT_Q,B,nﬁ,TL(Fl,...,Fn) > —nlogl1l8+ min {Zlog (72 1/4( ))}

Lemma 4.12 (ii) gives an alternate lower bound of
(412) QT—Q’B”7‘,[3”TL(F17 ceey Fn) > ﬁ”n

for some absolute constant 8” > 0. Taking a weighted arithmetic average of these
bounds yields

(413) QT—?*&",ﬁn(Fb ey Fn) 2 \S\—IT(IOHI})S _‘ {Z lOg (’)/2 1/4 )) }

for a constant 5 > 0.

We are now in a situation that we have already faced in the proof of Theorem 4.9.
Specifically, (4.13) seems much weaker than (4.11) in that the former gives a lower
bound on Q7 _,_ om. Bn(Fl’ ..., F,) in terms of the cumulative complexity of the easiest
3% of the problems, and the latter in terms of the easiest 99%. A moment’s reflection
shows that in fact, (4.11) and (4.13) are logically equivalent. To obtain (4.11), one
first discards the easiest 99% of the problems Fy, Fs, ..., F, and then applies (4.13)
to the remaining 1%. This merely decreases the unnamed constant 5 > 0. O

The lower bound (4.11) establishes the direct product results in Theorems 1.1
and 1.3 of the introduction.

The XOR of any sign matrices Fy, Fy,..., F, of rank 1 is computable with a
single bit of communication. In particular, it is meaningless to speak of an XOR
lemma in that case. Direct product theorems, however, remain meaningful even for
rank-1 matrices. While this case is of minor interest, we include its simple solution
for completeness. Call a matrix column-constant if its columns are all identical, and
similarly for row-constant.

THEOREM 4.14. Fiz rank-1 sign matrices Fy, Fs, ..., F,, of which ¢ are not
column-constant and r are not row-constant. Then for some absolute constant § > 0,

QT*Q*Bt,Bt(FDFQa ) Fn) = Bt7
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where t = min{r,c}. The bound is tight in that a one-way classical deterministic
protocol can simultaneously solve Fy, Fo, ..., F, using t bits of communication.

In the theorem above, “one-way protocol” refers to a communication protocol in
which one of the parties sends a message to the other party who then announces the
answer. The identity of the sender, Alice or Bob, depends on the parameters of the
problem (whether r < ¢ or vice versa).

Proof. Since each matrix has rank 1, there can be at most two distinct rows and
at most two distinct columns per matrix. This gives the deterministic upper bound:
if ¢ < r, the column player identifies his entire input by sending one bit for each of
the matrices that are not column-constant, and similarly if r < c.

The quantum lower bound follows from Lemma 4.12 (ii). Namely, select disjoint
subsets I,J C {1,2,...,n} with |I| = |J| > min{|¢/2], |r/2]} such that none of
{F; : i € I} are column-constant and none of {F; : j € J} are row-constant. Then
for all i € I and j € J, the sign matrix F; A F; has rank at least 2. As a result, any
protocol for (Fy, Fy, ..., F,) can be turned into a protocol for |I| = |J| sign matrices
of rank at least 2, with the same performance guarantees. 0

As a final remark, Theorems 4.13 and 4.14 can be strengthened with respect to the
protocol’s error probability by providing a sharper approximant than what is guaran-
teed in Theorem 3.5. We will illustrate this point by deriving, for an arbitrarily small
constant & > 0, a strong direct product theorem for protocols with error probability
1—2-(=97 This bound essentially matches the error probability 1 —2~" achieved by
a trivial, communication-free protocol. The approximant in Theorem 3.5 is no longer
sufficient for this purpose, and we obtain the necessary statement via a more careful
analysis of an earlier approximant due to Kahn, Linial, and Samorodnitsky [29].

LEMMA 4.15. Let & € (0,1) be a given constant. Then Theorem 3.5 holds with
m =0 and a« = 1 — & provided that £ > (1 — )n, where & = &'(§) > 0 is another
constant.

Proof. Following [29], we put r = |¢/2] and define

-1 r—1

=00 (1) e 1-am-e-.

rlr!
i=0

Then

0, te{l,...,rtu{n—r+1,...,n},
Qun) = L= ()(> ) (()) ,

te{r+1,...,n—r},

where the bound on |Q(t)] follows directly from the fact that the real function z — (%)
is nondecreasing on (7, 00). Thus,

(4.14) max 0,(1)] < 2—n{H(ﬁ)—2H(n_7,)}(1—0(1))’
where H is the binary entropy function. In particular, for any £ > 0, the right-hand
side of (4.14) is bounded by 2~(1=9)" provided that £ > (1 — & )n for some constant
¢=¢¢)>0. O

We now prove the desired direct product theorem.
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THEOREM 4.16. Let £ > 0 be a constant and Fy, Fs, ..., F, sign matrices. Then

Qi _ga-om(F1,..., Fy) > ISIIEiLn | {Zlog (72,15(Fi))}
e Lies

for a sufficiently small constant e = €(§) > 0.

Proof. By Lemma 4.15, for m = 0, the constant a € (0,1) in Theorems 3.5
and 4.3 can be taken to be arbitrarily close to 1 provided that the ratio ¢/n is larger
than a corresponding constant in (0,1). Thus, the claim follows by taking ||| = 72,
m=0,k=|(n=20)/2], 0 =207 and £ = [(1—¢)n] for a small enough constant
& =¢ (&) >0 in Theorem 4.3, and applying Proposition 4.10. d

4.4. Direct sum theorems. In a final result on quantum communication com-
plexity, we prove a direct sum theorem for approximation in the v norm. In view
of Theorem 2.7, this translates to a direct sum theorem for quantum communication
whenever the original lower bounds were obtained using the generalized discrepancy
method. As explained in the introduction, this result is incomparable with the direct
product theorems derived in the previous subsection. We start with a technical fact.

ProposiTION 4.17. Let a1,as,...,a, be nonnegative real numbers. Define a =
max{ay,as,...,a,}. Partition {1,2,...,n} = S U S US3U..., where S; = {j :
27 < a; < 27" ta}. Then

n
2
i=1

A~ =

> [Si|min{a; : j € Si} >

i:] Si| >i/8
Proof. Define M; = max{a; : j € S;} and m; = min{a; : j € S;}. Then

) Sl 1
> simz 3 sl T (si-5) 5 e (X5 -

i:]S;|>i/8 i:]Si[>4/8 i>1 i>1

Z|2'L’

i1

where the last step follows because |S1| > 1. The final expression is bounded from
belowbyizl>1\S|M > 15" a; O

We have:

THEOREM 4.18. For a sufficiently small constant ¢ > 0 and arbitrary (possibly
partial) sign matrices Fy, Fy, ... F,,

=

n n 1/5
3
(4.15) Y2,1/4 (@ Fi) Z 1 (}:[172,1—5(3)) .

Proof. Let € > 0 be sufficiently small in the sense of Theorem 4.6. There are two
cases to consider. If 7o 1_(F;) < 1 for every ¢, the theorem holds trivially because

Y2,1/4 <®F> Y2,1/4(J) = 1

w

by Fact 2.3 (ii), (x).
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In the complementary case when vz 1_(F;) > 1 for some i, we may assume that
Ya,1—c(F3) = 1 for every i since any offending matrices decrease the right-hand side
of (4.15) without decreasing the left-hand side. Let a; = In{ys1_(F;)} and define
S1,S52,55,... as in Proposition 4.17. Theorem 4.6 shows that

k [0.99k]
(4.16) Y2,1- M-+ (@ Gi) > <¢={I,12i,13.,k {72,1—6(Gi)}>

for all k£ and all (possibly partial) sign matrices G1, Ga,...,Gy, where M = M(e) > 1
is a constant that can be made as large as desired by choosing € > 0 sufficiently small.
For large enough M, we have

M 1 1

and

V2,6 <® Fz) Z V2,6 ® ® F; by Fact 2.3 (ii)

=1 i:|S;|>i/8 jES:

= H Vo 1_pr-15: ® F; by Lemma 3.8 with C; < 1
alSi>ifs j€s;

> [ exp(0.99Si] min{a; : j € Si} by (4.16)
i:]S;|>i/8

=exp [ 0.99 Z |S;| min{a; : j € S;}

i:9;|>i/8

0.99 &
> exp (4 Z ai> by Proposition 4.17
i=1

" 1/5
> <H72,1—6(Fi)> .
=1

The appeal to Lemma 3.8 with C7 < 1 is legitimate by Theorem 4.5. ]

In the remainder of this subsection, we will take a more careful look at the case
of total functions and improve the dependence on €. For this, we need a standard
error-reduction property for uniform approximation out of the unit ball of vs:

FacT 4.19. Fiz a sign matriz F with tk F' > 2 and a constant € € (0,1/4). Then

11 (F) = 13.0(F)"
for some constant € = €'(e) > 0.
This fact follows easily by applying an approximating polynomial to the matrix
entries as was done in earlier papers, e.g., [3, 35]. Details follow.
Proof of Fact 4.19. Take a real matrix A with |[F — Allcc < 1/4 and v,(4) =
Y2,1/4(F). By basic approximation theory [47], there is a univariate polynomial p(t) =
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>4 aitt of degree d = O(1/€) that sends [—5/4,—3/4] — [-1 — e, —1 + ¢ and
[3/4,5/4] — [1 —€,1 +¢€]. Then ||F — B||oo < € for

d
B:ZaiAOA0~-~0A.
—_—
=1 i times
Now Fact 2.3 (xiii) gives 72(B) < ijl\ang(A)i, which is bounded by 7(A)®M)
since Y2(A) = 72,1/4(F) > 1.06 by Proposition 4.7. o
We now arrive at the desired direct sum theorem.

THEOREM 4.20. There is an absolute constant ¢ > 0 such that for any sign
matrices F1, Fo, ..., Fy,

n

(4.17) Y2,1/4 (@ Fz) > % <H 72,1/4(Fi)> .

i=1
Proof. As before, we have two cases to consider. If ', Fy, ..., F, all have rank 1,
we obtain
- 3
V2,1/4 <® Fl) = 72,1/4(F1) = 72,1/4(F2) == 72,1/4(Fn) = 72,1/4(J) = 1
i=1

by Fact (i), (x). As a result, the theorem holds trivially in this case.

In the complementary case when rk F; > 2 for some i, we may assume that
rk F; > 2 for every i since by Fact 2.3 (i), (iii) the presence of rank-1 matrices does
not affect the left-hand side of (4.17) but by Fact 2.3 (x) decreases the right-hand
side. So, let a; = In{vyy1/4(F;)}. Then a; > 0 for all 4, by Proposition 4.7. Define
S1,52,53,... as in Proposition 4.17. Define

s-T1{1-(3)} >0

n n 6’
Y2,1/4 <® Fz) Z 72,8 <® Fi)
i=1 i=1

for some constant ¢’ = 6’(6) > 0. Therefore, it suffices to prove a lower bound on
v2,6(Q F;). We do so in a manner closely analogous to Theorem 4.18:

V2. (@ F) > Q) QRF by Fact 2.3 (ii)
i=1

i:|Ss|>i/8 FES;

Fact 4.19 tells us that

> H T (3)/5 ® Fj by Lemma 3.8 with C; < 1
i:|S;|>i/8 4 JES;
> expy ¢ Z |S;| min{a; : j € S;} by Theorem 4.9
i:]Si|>i/8

n c’/4
2 <H72,1/4(Fi)> by Proposition 4.17,
=1
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where ¢’ > 0 is a small enough constant. The above appeal to Lemma 3.8 with C; < 1
is legitimate by Theorem 4.5. O
In light of Theorem 2.7, this establishes Theorem 1.2 from the introduction.

5. Quantum query complexity. This section is devoted to our results on
query complexity. We prove XOR lemmas, direct product theorems, and direct sum
theorems for polynomial approximation and thereby obtain the claimed consequences
for quantum query complexity.

5.1. XOR lemmas. We start with an XOR lemma for polynomial approxima-
tion. The development here closely parallels our earlier proof of an XOR lemma for
norm-based computation.

THEOREM 5.1. Let g1,92, ..., gn be arbitrary (possibly partial) Boolean functions
on finite sets X1, Xs, ..., X, CR™, respectively. Then for every e € (0,1) and every
k=0,1,...,n—1,

n
deg1_2( n) L2t <® g¢> = |S\r£inn—k {Zdegle(gi)}'
i=1 i€S

k+1) (T—e/2)™

Proof. For i = 1,2,...,n, Theorem 2.4 provides ¢;: X; — R that obeys (3.7),
(3.8), and

(5.1) > dilai)p(z) =0

z; €X;

for every polynomial p of degree less than deg;__(g;). Define ¥y: [[X; — R as in
Lemma 3.2. Then (5.1) shows that ZHXi Up(oooyxiy .. )p(e..,x4,...) = 0 for every
polynomial p of degree less than min|g—,_j, {3>_,c s deg,_.(g;)} . Applying (3.9) with

§=1- Q(kil)(g)k"‘l(l — §)7" results in

S w@) [[ei=) - DD |[Wk(@)]

z€[] dom g; =1 z¢[]dom g;
k+1
1-2 —2 L || 0.
{ <k+1> (1%6)n}” =

By Theorem 2.4, the proof is complete. ]
COROLLARY 5.2. Let g1,92,-..,9n be arbitrary (possibly partial) Boolean func-
tions on finite sets X1, Xo, ..., X, C R™, respectively. Then for every constant 8 > 0,

deg;_gn <§gz> > <|s|_Hrlg%9n] {Z deg1/3(9i)}> :

€S

Proof. Recall from (2.11) that deg.(g) = O(deg. (g)) for any partial or total
Boolean function g and any constants €,¢’ € (0,1). Thus, the corollary follows from
Theorem 5.1 by taking & = |0.01n] and a sufficiently small constant € > 0. d

In view of the relationship between query complexity and polynomial approxima-
tion (Theorem 2.8), Corollary 5.2 gives an XOR lemma for the polynomial method in
quantum query complexity:
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THEOREM 5.3. Let f1, fa, ..., fn be arbitrary (possibly partial) Boolean functions
on {—1,+1}™. Then

Ty-gn (@ fi) >4 <|s—n[loi%9n1 {zdeg”?’(ﬁ)D '

i€S

This proves the XOR result in Theorem 1.5 of the introduction.

5.2. Direct product theorems. We now study the direct product phenomenon
for polynomial approximation. Analogous to the earlier development for quantum
communication, we prove a lower bound on the complexity of a (¢, m)-approximant
for a given set of functions.

DEFINITION 5.4. Let g1,92,...,9n be arbitrary (possibly partial) Boolean func-
tions on finite sets X1, Xo, ..., X, CR™, respectively. Define

d e Gy = mi d
eg(91, 92, gny0ym) = min | max deg¢.,

where the minimum is over all (o, m)-approzimants {¢.} of (91,92, .-, n)-
The relevance of this definition to quantum query complexity is straightforward:
PROPOSITION 5.5. For arbitrary (possibly partial) Boolean functions g1, g2, ..., gn
on {—1,+1}™,

1
Tl—o,m(glv927 R 7gn) = 5 deg(gla927 -5 9n, 0, m)

Proof. Given any query algorithm A with cost T that solves with probability o
at least n — m of the problems g1, go, ..., gn, define

O (x1,. .., xn) = PlA(z1,...,2,) = 2],

where the probability is taken over the operation of the algorithm on a fixed input.
Then {¢.} is a (o, m)-approximant for (g1,92,...,9n). Each ¢, is the function of
acceptance probabilities of a quantum query algorithm with one-bit output and cost
T (namely, the algorithm that accepts if and only if A outputs z). Thus, each ¢, is
a real polynomial of degree at most 27", by Theorem 2.8. ]

We have:

THEOREM 5.6. Let g1, 92, - - -, gn be arbitrary (possibly partial) Boolean functions
on finite sets X1, Xo,..., X, C R™, respectively. Then for every ¢ € (0,1) and all
integers k,,m > 0 with k 4+ £ < n,

n (16)k+1
1 I
deg <917927~-~79n52< )(121'r7,+2 n T +1,m>

k - 56)
> min E deg, i s
|S—nl—k—€{ 81 E(g )}

€S

where a > 0 is the absolute constant from Theorem 3.5.
Proof. Foreachi =1,2,...,n, Theorem 2.4 provides 1;: X; — R that obeys (3.7),
(3.8), and (5.1) for every polynomial p of degree less than deg,_.(g;). Fix a (o, m)-

approximant {¢.} for (g1, g2,...,9n) With deg¢. < min|gj—,_r—¢{> ;cqdeg; (i)}
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for all z. Define functions Wy, ®,: J[[X; — R as in Lemma 3.7. By (5.1) and the
assumption on the degrees of all ¢, we infer that (®,, U)) = 0. It follows that
(39"

n € al?
o <2 s R A
(k + 1) (1-1¢)

because by (3.20) larger values of o force (®g, Uy) > 0. 0

COROLLARY 5.7. Let g1,9o,-..,9n be arbitrary (possibly partial) Boolean func-
tions on finite sets X1, Xo,..., X, C R™, respectively. Let B > 0 be a sufficiently
small absolute constant. Then

d ety Gn, 275 >0 i d : .
eg(g1.92,---.9 Bn) <|5|_I?S%9n1{z egl/s(g)}>

€S

Proof. For n up to any given constant, the corollary holds trivially by choosing
B > 0 suitably small and noting that a (0.99, 0)-approximant for (g1, go, ..., gn) gives
an approximating polynomial for each of ¢1,g¢2,...,9n. For n larger than a certain
absolute constant, the corollary follows from Theorem 5.6 by letting k = £ = |0.005n |
and € € (0,1) a small enough constant, keeping in mind (2.11). 0

In view of Proposition 5.5, Corollary 5.7 gives the desired direct product theorem
for quantum query complexity:

THEOREM 5.8. Let 8 > 0 be a sufficiently small absolute constant. Then for all
(possibly partial) Boolean functions f1, fa, ..., fn on {—1,+1}™,

T1—2*B",ﬁn(f17f27 o ,fn) >0 <|S_I?é%9n-| {Zdegl/i’)(fl)}) :

i€S

This settles the direct product result in Theorem 1.5 of the introduction. As
remarked earlier in the context of quantum communication, the constant 3 can be
improved by providing a sharper approximant than what is given in Theorem 3.5.

5.3. Direct sum theorems. We close with a direct sum theorem for polynomial
approximation. In view of the relationship between quantum query complexity and
polynomial approximation (Theorem 2.8), this gives a direct sum theorem for query
complexity, incomparable with the direct product theorems derived earlier. The de-
velopment here closely mirrors the setting of quantum communication and is in fact
shorter and simpler.

THEOREM 5.9. Fizx a (possibly partial) Boolean function g; on X; (i =1,2,...,n),
for some finite sets X1, Xo,..., X, CR™. Then

deg; /3 (@91‘) > <Zdeg1/3(gi)> :
i=1 i=1

Proof. Let a; = deg; 3(g:) and define S, S3, S3, ... as in Proposition 4.17. For
a sufficiently small constant 5 > 0, we have

CoTT (157 1L
5 2}:[1(1 58) 1>
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The remainder of the argument is similar to the proofs of Theorems 4.18 and 4.20:

degs <® 92’) >degs | Q Ko
i=1

1:1S;]>1/8 JES;

> Z deg1_5\5i| ® 9; by Lemma 3.9
i:|Si|>i/8 JES;
>Q Z |S;| min{a; : j € S;} by Corollary 5.2
i:Si|>i/8
n
>Q (Z degy /3 (gl)> by Proposition 4.17. |
i=1

In view of Theorem 2.8, this settles Theorem 1.4 from the introduction.

6. Generalization to composed functions. In this section, we study the
direct product problem in the broader context of polynomial approximation. Here, one
is given Boolean functions f1, fa,..., f, and a combining function F: {—1,4+1}" —
{—1,41} and is asked to provide an approximating polynomial for the composition
F(f1, fay---, fn). A natural solution [14] is to compose suitable approximants for the
functions in question: F(fl, for ..., fn) The object of this section is to show that for
various F), including random functions, this construction is optimal. The techniques
of Section 3, in particular the polynomial construction of Lemma 3.1, will play an
essential role in the proof.

For simplicity of exposition, we will focus here on total Boolean functions, al-
though the proofs carry over readily to partial functions. The general result that will
yield our consequences on polynomial approximation is as follows.

THEOREM 6.1. Fix nonconstant Boolean functions F: {-1,+1}" — {-1,41}
and fi: X; — {-1,+1}, i = 1,2,...,n, for some finite sets X1, Xo,..., X, C R™.
Then for every €,0 € (0,1) and every even integer k > 0,

degﬁf( " ) 2ckt1 (F(fh .. 7fn)) > \S|=drg;;ié—r(lF)—k {Zdegle(fl)} .

k+1) (T—e)™
=9 i€S

Proof. Put D = degs(F). Since F, f1, fa, ..., fn are nonconstant, we have D > 1
and deg;__(f;) > 1 for all i. By Theorem 2.4, there exists a function ¥: {—1,4+1}" —
R such that

(6.1) [ =1,
(6.2) (¥, F) >,
(6.3) ¥(S) =0, IS| < D.

Analogously, there exist functions ¥;: X; — R, i =1,2,...,n, such that
l[till1 = 1,

(64) <w27 f’L> >1- €,

(6.5) Z Yi(z)p(z;) =0

r;, €X;
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for every polynomial p of degree less than deg; _.(f;). Let p be the product distribution
on [[X; given by pu(...,z;,...) =[] |i(z;)]. Put

€41 = E[fi(zz‘) # sgni(z;) | Yi(z;) > 0],
€,—1 = E[fi(xi) # sgni(wi) | Yi(w;) < 0],

It is clear from (6.5) that P, [¢;(z;) > 0] = P, [¥);(z;) < 0] = % for all i, whence (6.4)

gives $(1 —2¢; 41) + 3(1 — 2¢;, 1) > 1 — € and in particular

max{e; 41,61} < €.
Define a;: X; — [-1,1],i=1,2,...,n, by

(1—=2e+€i4+1)/(1 —€i41) if fi(wi) =sgnapi(z;) = +1,
al(ml) = (1 — 2e + 61'7_1)/(1 — ei,_1) if fz(ﬂjl) = sgnd)i(:ci) = -1,
-1 otherwise.

For z € {—1,+1}", let u, denote the probability distribution induced by p on the
set of tuples (..., z;,...) with sgn;(z;) = z;, ¢ = 1,2,...,n. The above definition of

a1, Q,. .., 0, serves to ensure that E,_ [o;(z;)] = 1 — 2¢ for all z € {—1,4+1}" and
i1=1,2,...,n.

Fix an even integer k > 0 and let pg: [—1,1]" — [0,00) be the degree-k multi-
linear polynomial given by Lemma 3.1. By the above property of a1, as,...,a, and
multilinearity,

(66) E[pk(...7ai(m‘i),...)]:pk(...,1—2e,...), ZE{—1,+1}H.

Mz

Consider the function ¢: [[ X; — R given by
Clovr iy ) =W sgn (i), el (), ) [ [ 1)l
i=1

It follows from (6.3) and (6.5) that

(6.7) > i )P miy ) =0

X1 X XXp
for every polynomial p of degree less than min|g—p_r{>_,cqdeg;_(fi)}.

Cram 6.2.  [[¢]l1 =27 "pk(-.., 1 —2¢,...).
CLAIM 6.3.

S i )F (L fil), )

>2npk(...,1—26,...){5— (fe_k;n(kL)}

In view of (6.7) and Claims 6.2 and 6.3, the proof is complete by Theorem 2.4. 0
We now prove the required claims.
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Proof of Claim 6.2. As mentioned earlier, P, [¢;(z;) > 0] = P, [¢;(z;) < 0] = 3
for all 7, so that the string (..., sgn;(z;),...) is distributed uniformly on {—1,+1}"
as (...,2,...) ~ . Therefore,

clhe=" D> W sendbi(ea), . )l pel. i), ) T ()
i=1

X1 XXXy

= > v () Ellpe(... ., ailza), ..l - 27"

ze{—1,+1}"
= Z U (2)| Elpr(...,qi(x;),...)]-27" by nonnegativity of py
ze{—1,4+1}» H=
=27"pr( 1 =26,.) > |E(2)] by (6.6)
ze{—-1,+1}"
=2""pp(..., 1 —2¢,...) by (6.1). 0

Proof of Claim 6.3. Let z € {—1,+1}"™ be arbitrary. By the definition of u., if a
string (..., z;,...) is picked according to pu., then f;(z;) = z; with probability exactly
1 — € ,,, independently for each i. Letting v =TII(..., (e — €2,) /(1 —€iz,),...) gives:

:m<“f1%+%%“>Pmu¢@m“q:4

1_26+€i 2 n
= ...,7’1,... (1—61"21.)
b ( 1- €i,z; >z];[
= w]gy[pk (w)] H(l — €i.2;) by multilinearity of py
v(1™)pr(1™) H —€iz;) by nonnegativity of py
(6.8) = (1—¢)"pr(1").
Now
E[pk(,al(xl),)F(,fz(xl),)] —pr(-..,1—2¢,...)F(2)
~ Bt P = PR by 66)
2Bl aufa), )0 fiwi), ) = 2]
:2E[pk(...,ai(a:i),...)]
—2E[pk( ai(zi), - (.., filxy),...) = 2]]
(6.9) <2(ee 1= 2,...) = 2(1 — &)"pp(1™),

where the last step follows by (6.6) and (6.8). Since k is even and py nonnegative, we
have Epc,... o) [[pr(w)|] = Enge,....o [px(w)] = pr(...,1 = 2¢,...), whence Lemma 3.1
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gives

(6.10) Pl 1—26,...) gpk(1n)(1—e)"{1+(iiw<kil)}.

We are now in a position to complete the proof of the claim. As mentioned before, the
string (...,sgn;(x;),...) is distributed uniformly on {—1,+1}" as (..., x4, ...) ~ p.
Thus,

S S )FC i), )

X1 XXX,
=2 > W) Elpil s ai(@), DF (o fil@), o))
ze{—1,+1}"
>27" Y U()F(2)pr(... 1 2,...)
ze{—1,4+1}"
=27 > W) {2pk(-. 1 - 26,..) = 2(1— &) pi(17)}
ze{—1,+1}"

>27"0pE( o1 —2€,..0.) =27 2pp (.o, 1 — 2¢,...) — 2(1 — €)"pr(17) ],

where the next-to-last step uses (6.9) and the last step uses (6.1) and (6.2). In view
of (6.10), the proof is complete. O
This completes the proof of Theorem 6.1. We will now derive several results on
polynomial approximation by setting the parameters in Theorem 6.1 in various ways.
THEOREM 6.4. Fixz nonconstant Boolean functions F: {-1,+1}" — {-1,+1}
and fi: X; — {—=1,+1}, i = 1,2,...,n, for some finite sets X1, Xo,..., X, C R™.
Fiz e, 6 € (0,1) with degs(F) > 30en. Then

degﬁ*Q*“" (F(flu ey fn)) > ‘S\=!’cglgl;l(F)/2.| {Zdegle(fl)} .

€S

Proof. Apply Theorem 6.1 with k = 2|7.5en]. |

Anthony [6] and Saks [48] show that almost every function F': {—1,+1}" —
{—1,+1} obeys degy (F') > n/2. Therefore, recalling (2.11) and (2.13) gives the fol-
lowing corollary to Theorem 6.4:

COROLLARY 6.5. Fiz nonconstant functions f;: X; — {-=1,+1}, i =1,2,...,n,
for some finite sets X1, Xo,..., X, CR™. Then

deg; _5-n/e1 (F(fla ) fn)) > Q <SI_Il’j7Ill/4_‘ {Zdegl/B(fi)}>

€S

for almost every function F: {—1,+1}" — {—1,+1}.
In particular, the corollary shows that

degy_g—n/er (F'(f, fy-- -, f)) = Q(n deg1/3(f))

for almost all Boolean functions F': {—1,+1}" — {—1,+1}. This lower bound is tight
in a strong sense: Buhrman, Newman, Rohrig, and de Wolf [14, Thm. 6] show that

degl/S(F(fa foonnif)) = O(”degl/s(f))
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for every F: {—1,+1}" — {—1,41}. We derive one additional result, valid for all
functions F.

THEOREM 6.6. Fiz nonconstant Boolean functions F: {—1,+1}" — {-1,+1}
and fi: X; — {—1,+1}, i = 1,2,...,n, for some finite sets X1, Xa,..., X, C R™.
Then

30n

(6.11)  dogy(F(frvevrfo)) > @ (dogy(F) apin {dets - o (5} )

2
(6.12) >Q <deg1/§(F) ~ir{1’i‘r}’n{deg1/3(fi)}> '
In particular, taking f1 = fo=---= fo=f,
d F)?
(613) degl/B(F(f> [ 7f)) = Q ( egl/,,::)( )* -deg1/3(f)> .

Proof. To get (6.11), invoke Theorem 6.4 with § = 0.99 and € = degs;(F)/(30n),
and use (2.11). To obtain (6.12), apply (2.11) and (2.12). d

The quoted result by Buhrman et al. [14] shows that (6.13) is tight for any function
F with deg; ;3(F') = ©(n), including familiar functions such as majority, parity, and
the random functions.

In view of the relationship between polynomial approximation and query com-
plexity (Theorem 2.8), the results of this section immediately translate into lower
bounds for quantum query complexity. More explicitly, Theorems 6.1, 6.4, 6.6, and
Corollary 6.5 give lower bounds on the quantum query complexity of composed func-
tions F(f1, fa, ..., fn) in terms of the approximate degrees of the constituent functions

F7fl7f2a"'7fn~

Further extensions. As remarked earlier, the proof of Theorem 6.1 carries over
to the setting of partial Boolean functions. After minor changes, it also gives lower
bounds on the communication complexity of composed problems F(Fy, Fs, ..., F,),
where F is a (possibly partial) Boolean function on {—1,+1}" and F, F5, ..., F, are
(possibly partial) sign matrices.

REFERENCES

[1] ScoTT AARONSON, Limitations of quantum advice and one-way communication, Theory of
Computing, 1 (2005), pp. 1-28.

[2] SCOTT AARONSON AND YAOYUN SHI, Quantum lower bounds for the collision and the element
distinctness problems, J. ACM, 51 (2004), pp. 595-605.

[3] NocAa ALON, Problems and results in extremal combinatorics, Part I, Discrete Mathematics,
273 (2003), pp. 31-53.

[4] ANDRIS AMBAINIS, Quantum lower bounds by quantum arguments, J. Comput. Syst. Sci., 64
(2002), pp. 750-767.

[5] ANDRIS AMBAINIS, ROBERT SPALEK, AND RONALD DE WOLF, A new quantum lower bound
method, with applications to direct product theorems and time-space tradeoffs, Algorith-
mica, 55 (2009), pp. 422—461.

[6] MARTIN ANTHONY, Classification by polynomial surfaces, Discrete Applied Mathematics, 61
(1995), pp. 91-103.

[7] Z1v BAR-YossEF, T. S. JAYRAM, RAvI KUMAR, AND D. SIVAKUMAR, An information statistics
approach to data stream and communication complezity, J. Comput. Syst. Sci., 68 (2004),
pp- 702-732.



[14]

[15]

[16]

27]

(28]
[29]

30]

(31]

STRONG DIRECT PRODUCT THEOREMS 43

BoAz BARAK, MARK BRAVERMAN, XI CHEN, AND ANUP RAO, How to compress interactive
commumnication, in Proceedings of the Forty-Second Annual ACM Symposium on Theory
of Computing (STOC), 2010, pp. 67-76.

ROBERT BEALS, HARRY BUHRMAN, RICHARD CLEVE, MICHELE MOSCA, AND RONALD DE WOLF,
Quantum lower bounds by polynomials, J. ACM, 48 (2001), pp. 778-797.

PAauL BEAME, TONIANN PITASSI, NATHAN SEGERLIND, AND Avi WIGDERSON, A strong direct
product theorem for corruption and the multiparty communication complezity of disjoint-
ness, Computational Complexity, 15 (2006), pp. 391-432.

MIHIR BELLARE, ODED GOLDREICH, AND MADHU SUDAN, Free bits, PCPs, and nonapprorima-
bility — towards tight results, STAM J. Comput., 27 (1998), pp. 804-915.

AVRAHAM BEN-AROYA, ODED REGEV, AND RONALD DE WOLF, A hypercontractive inequality for
matriz-valued functions with applications to quantum computing and LDCs, in Proceed-
ings of the Forty-Ninth Annual IEEE Symposium on Foundations of Computer Science
(FOCS), 2008, pp. 477-486.

HARRY BUHRMAN, RICHARD CLEVE, RONALD DE WOLF, AND CHRISTOF ZALKA, Bounds for
small-error and zero-error quantum algorithms, in Proceedings of the Fortieth Annual
IEEE Symposium on Foundations of Computer Science (FOCS), 1999, pp. 358-368.

HARRY BUHRMAN, ILAN NEWMAN, HEIN ROHRIG, AND RONALD DE WOLF, Robust polynomials
and quantum algorithms, Theory Comput. Syst., 40 (2007), pp. 379-395.

HARRY BUHRMAN AND RONALD DE WOLF, Communication complexity lower bounds by polyno-
mials, in Proceedings of the Sizteenth Annual IEEE Conference on Computational Com-
plexity (CCC), 2001, pp. 120-130.

AMIT CHAKRABARTI, YAOYUN SHI, ANTHONY WIRTH, AND ANDREW CHI-CHIH YAO, Informa-
tional complexity and the direct sum problem for simultaneous message complexity, in
Proceedings of the Forty-Second Annual IEEE Symposium on Foundations of Computer
Science (FOCS), 2001, pp. 270-278.

RiCHARD CLEVE, WILLIAM SLOFSTRA, FALK UNGER, AND SARVAGYA UPADHYAY, Perfect parallel
repetition theorem for quantum XOR proof systems, Computational Complexity, 17 (2008),
pp. 282-299.

ANDREW DRUCKER, Improved direct product theorems for randomized query complexity, in
Proceedings of the Twenty-Sizth Annual IEEE Conference on Computational Complexity
(CCO), 2010, pp. 1-11.

ALEXANDRE EREMENKO AND PETER YUDITSKII, Uniform approzimation of sgn(x) by polyno-
mials and entire functions, J. d’Analyse Mathématique, 101 (2007), pp. 313-324.

TowmAs FEDER, EYAL KUSHILEVITZ, MONI NAOR, AND NOAM NISAN, Amortized communication
complezity, SIAM J. Comput., 24 (1995), pp. 736-750.

JoHAN HASTAD, Some optimal inapprozimability results, J. ACM, 48 (2001), pp. 798-859.

RAHUL JAIN, New strong direct product results in communication complexity, in Electronic
Colloquium on Computational Complexity (ECCC), 2011. Report TR11-024.

RanuL JAIN AND HARTMUT KLAUCK, New results in the simultaneous message passing model
via information theoretic techniques, in Proceedings of the Twenty-Fourth Annual IEEE
Conference on Computational Complezity (CCC), 2009, pp. 369-378.

RAHUL JAIN, HARTMUT KLAUCK, AND ASHWIN NAYAK, Direct product theorems for classical
communication complexity via subdistribution bounds, in Proceedings of the Fortieth An-
nual ACM Symposium on Theory of Computing (STOC), 2008, pp. 599-608.

RAHUL JAIN, ATTILA PERESZLENYI, AND PENGHUI YAO, A direct product theorem for bounded-
round public-coin randomized communication complezity. Available at http://arxiv.org/
abs/1201.1666, 2012.

RAHUL JAIN, JAIKUMAR RADHAKRISHNAN, AND PRANAB SEN, A direct sum theorem in commu-
nication complexity via message compression, in Proc. of the 30th International Colloquium
on Automata, Languages, and Programming (ICALP), 2003, pp. 300-315.

, Prior entanglement, message compression and privacy in quantum communication,
in Proceedings of the Twentieth Annual IEEE Conference on Computational Complexity
(CCQC), 2005, pp. 285-296.

STASYS JUKNA, Extremal Combinatorics with Applications in Computer Science, Springer-
Verlag, Berlin, 2001.

JEFF KAHN, NATHAN LINIAL, AND ALEX SAMORODNITSKY, Inclusion-exclusion: Exact and ap-
prozimate, Combinatorica, 16 (1996), pp. 465-477.

MAURICIO KARCHMER, RAN RAZ, AND Avi WIGDERSON, Super-logarithmic depth lower bounds
via the direct sum in communication complezity, Computational Complexity, 5 (1995),
pp. 191-204.

HarTMUT KLAUCK, Quantum and classical communication-space tradeoffs from rectangle



44

32]
(33]

(34]

(58]

ALEXANDER A. SHERSTOV

bounds, in Proc. of the 24th International Conference on Foundations of Software Technol-

ogy and Theoretical Computer Science (FSTTCS), 2004, pp. 384-395.

, Lower bounds for quantum communication complezity, SIAM J. Comput., 37 (2007),

pp. 20-46.

, A strong direct product theorem for disjointness, in Proceedings of the Forty-Second
Annual ACM Symposium on Theory of Computing (STOC), 2010, pp. 77-86.

HARTMUT KLAUCK, ROBERT SPALEK, AND RONALD DE WOLF, Quantum and classical strong
direct product theorems and optimal time-space tradeoffs, SIAM J. Comput., 36 (2007),
pp- 1472-1493.

ApAM R. KLIVANS AND ALEXANDER A. SHERSTOV, Lower bounds for agnostic learning via
approzimate rank, Computational Complexity, 19 (2010), pp. 581-604. Preliminary version
in Proceedings of the Twentieth Annual Conference on Computational Learning Theory
(COLT), 2007.

I. KREMER, Quantum communication, master’s thesis, Hebrew University, Computer Science
Department, 1995.

EvaL KUsHILEVITZ AND NOAM NisaAN, Communication complexity, Cambridge University Press,
1997.

TrROY LEE AND JEREMIE ROLAND, A strong direct product theorem for quantum query com-
plezity, in Proceedings of the Twenty-Seventh Annual IEEE Conference on Computational
Complezity (CCC), 2012. To appear.

TROY LEE AND ADI SHRAIBMAN, Lower bounds in communication complexity, Foundations and
Trends in Theoretical Computer Science, 3 (2009), pp. 263-398.

TROY LEE, ADI SHRAIBMAN, AND ROBERT SPALEK, A direct product theorem for discrepancy, in
Proceedings of the Twenty-Third Annual IEEE Conference on Computational Complexity
(CCC), 2008, pp. 71-80.

NATI LINIAL, SHAHAR MENDELSON, GIDEON SCHECHTMAN, AND ADI SHRAIBMAN, Complexity
measures of sign matrices, Combinatorica, 27 (2007), pp. 439-463.

NATI LINIAL AND ADI SHRAIBMAN, Lower bounds in communication complexity based on fac-
torization norms, Random Struct. Algorithms, 34 (2009), pp. 368-394.

NoaM NISAN, STEVEN RUDICH, AND MICHAEL E. SAKS, Products and help bits in decision trees,
SIAM J. Comput., 28 (1999), pp. 1035-1050.

ITzZHAK PARNAFES, RAN RAzZ, AND Avi WIGDERSON, Direct product results and the GCD prob-
lem, in old and mew communication models, in Proceedings of the Twenty-Ninth Annual
ACM Symposium on Theory of Computing (STOC), 1997, pp. 363-372.

RAN Raz, A parallel repetition theorem, SIAM J. Comput., 27 (1998), pp. 763-803.
ALEXANDER A. RAZBOROV, Quantum communication complexity of symmetric predicates,
Izvestiya of the Russian Academy of Sciences, Mathematics, 67 (2002), pp. 145-159.
THEODORE J. RIVLIN, An Introduction to the Approzimation of Functions, Dover Publications,

New York, 1981.

MICHAEL E. SAKS, Slicing the hypercube, Surveys in Combinatorics, (1993), pp. 211-255.

RONEN SHALTIEL, Towards proving strong direct product theorems, Computational Complexity,
12 (2003), pp. 1-22.

ALEXANDER A. SHERSTOV, Communication lower bounds using dual polynomials, Bulletin of
the EATCS, 95 (2008), pp. 59-93.

———, Approzimate inclusion-exclusion for arbitrary symmetric functions, Computational
Complexity, 18 (2009), pp. 219-247. Preliminary version in Proceedings of the Twenty-
Third Annual IEEE Conference on Computational Complexity (CCC), 2008.

, The pattern matriz method, SIAM J. Comput., 40 (2011), pp. 1969-2000. Preliminary

version in Proceedings of the Fortieth Annual ACM Symposium on Theory of Computing

(STOC), 2008.

, The multiparty communication complexity of set disjointness, in Proceedings of the
Forty-Fourth Annual ACM Symposium on Theory of Computing (STOC), 2012, pp. 525—
544.

YAOYUN SHI AND YUFAN ZHU, Quantum communication complexity of block-composed func-
tions, Quantum Information & Computation, 9 (2009), pp. 444-460.

ROBERT SPALEK, The multiplicative quantum adversary, in Proceedings of the Twenty-Third
Annual IEEE Conference on Computational Complexity (CCC), 2008, pp. 237-248.
EMANUELE VIOLA AND Avi WIGDERSON, Norms, XOR lemmas, and lower bounds for polyno-

mials and protocols, Theory of Computing, 4 (2008), pp. 137-168.

RoNALD DE WOLF, Quantum Computing and Communication Complexity, PhD thesis, Uni-
versity of Amsterdam, 2001.

—— A note on quantum algorithms and the minimal degree of e-error polynomials for




STRONG DIRECT PRODUCT THEOREMS 45

symmetric functions, Quantum Information and Computation, 8 (2008), pp. 943-950.
[59] ANDREW CHI-CHIH YAO, Theory and applications of trapdoor functions, in Proceedings of the
Twenty-Third Annual IEEE Symposium on Foundations of Computer Science (FOCS),
1982, pp. 80-91.
[60] ———, Quantum circuit complexity, in Proceedings of the Thirty-Fourth Annual IEEE Sym-
posium on Foundations of Computer Science (FOCS), 1993, pp. 352-361.



