## 1 Universal One-Way Hash Function (UOWHF) For Signature

Definition 1 (Universal One-Way Hash Function) $(\forall A \quad \in \quad P P T),(\forall c \quad>$ $0),\left(\exists N_{c}\right),\left(\forall n \geq N_{c}\right) \operatorname{Pr}_{H, R}\left[\left(x_{n}, \alpha\right) \leftarrow A\left(1^{n}\right) ; h \leftarrow H_{n} ; y_{n} \leftarrow A\left(\alpha, h, x_{n}\right): h\left(x_{n}\right)=\right.$ $\left.h\left(y_{n}\right)\right] \leq \frac{1}{n^{c}}$.

The idea of UOWHF is the following:

1. An Adversary in PPT chooses a random x and sends it to Challenger.
2. The Challenge chooses a h from Hash function and sends it to Adversary.
3. The Adversary then finds the y and sends it to Challenger.
4. Adversary win if $\mathrm{h}(\mathrm{x})=\mathrm{h}(\mathrm{y})$.

### 1.1 Signature Scheme that use UOWHF

Then suppose we have such a hash function, how does it help our construction over the signature scheme. The idea is as follows.

Let's have a Key-Gen algorithm, which will generate PK and SK for 1-time lamport's signature (assuming this signature can sign 2 n bits) with $P K_{0}$ and $S K_{0}$. And choose a h (assuming $h:\{0,1\}^{4 n^{2}} \rightarrow\{0,1\}^{n}$ ), which is a UOWHF, .

The signature scheme will be like:

1. Given message $m_{i}, i=1 \rightarrow$ poly. For all $i$, length of $m_{i}$ is $n$
2. Sign $m_{i}$, using $P K_{i-1}$
3. Generate new $\left(P K_{i}, S K_{i}\right)$
4. Sign $h\left(P K_{i}\right)$, using $\left(S K_{i-1}, P K_{i-1}\right)$

First, sign the message $m_{i}$ using public key $P K_{i-1}$ and use previous $S K_{i-1}$ and $P K_{i-1}$ to sign new public key $P K_{i}$.

It has similar structure as the linked list. Each time, we use the old public key to generate new public key and then use the new public key to sign new message. We need to remember every public key we issue since each one is use to generate the next one. This will become a problem as the signature scheme become bigger and bigger.

### 1.2 Security of this signature scheme

How do we show this is secure?
The following is definition of security over multiple messages, due to Goldwasser, Micali and Rivest:

Definition 2 A digital signature scheme is existentially unforgeable under an adaptive chosen-message attack if for all $A \in P P T$ who is allowed to query Sign polynomially many times (such messages may be dependent on both previously chosen messages and the public key) cannot forge any new message.


Figure 1: Adaptive chosen attack

Theorem 3 (Naor-Yung) Secure digital signatures exist if any one-way permutations exists

Proof Since the Adversary is in PPT, the number of time he ask for signature is also bounded by polynomial. Then we can guess how many signature he is going to ask for (with
probability $\frac{1}{\text { poly }}$ ). For a new signature, if the Adversary want to win, either he forge the new signature used the old public key then it is a violation of the 1-time lamport's signature scheme, or he manage to find the other public key that can hashes to the same place the old public key hashes, and this will violate the UOWHF.

Assume that there was a poly-time adversary A who could break this construction with probability $>\epsilon$. Then we can pick a random location in our chain to set a trap(figure 2) by solving for $\left(a_{k}, b_{k}\right)$ at that level as before. If the adversary finds a collision, then at some level in our construction there will be a collision. The probability of that level being equal to the one on which we set the trap is 1 poly. This will allow for us to invert the oneway permutation at that location with probability $>\frac{\epsilon}{\text { poly }}$, thus contradicting the one-way property of the function.


Figure 2: Setting trap

### 1.3 Hash function from $4 n^{2}$ bits to $n$ bits

We will construct a family of universal 1-way hash functions from a one-way permutation f. The hash functions we construct will take n bits to $\mathrm{n}-1$ bits and they will be indexed by $h=(a, b)$ where $a, b \in G F(2 n)$. The algorithm for hashing a string x of length n is to apply $y \leftarrow f(x)$ then $z \leftarrow \operatorname{chop}(a y+b) \rightarrow n-1$ bits (operations are taken over $G F(2 n)$ ). By the fact that f and the linear map $a y+b$ are both 1-1 and chop is $2-1$, our hash function is a 2-1 mapping from $\{0,1\}^{n} \rightarrow\{0,1\}^{n-1}$.

Lemma 4 For 1-bit length decreasing 1-way function, if an Adversary can find collision from $n$ bits to $n-1$ bits, then the Adversary can invert 1-way function.

Proof Idea Let A be a poly-time adversary that chooses x and is given h chosen from a uniform distribution can find a $x^{\prime}$ such that $h(x)=h\left(x^{\prime}\right)$ with probability $>\epsilon$. Then to invert $y^{\prime}=f(y)$, we first look at x and we solve for $(a, b)$ to satisfy the equation chop $(a f(x)+$ $b)=\operatorname{chop}(a f(y)+b)$. Because f is a permutation, and the fact that this linear equation does not skew the distribution of the $(a, b)$ returned, the hash function $h=(a, b)$ looks as if it were chosen truly from a uniform distribution. Then A will return $x^{\prime}$ such that $\operatorname{chop}(a f(x)+b)=\operatorname{chop}\left(a f\left(x^{\prime}\right)+b\right)$, but $f(x)$ and $f(y)$ are the only two solutions to that linear equation, so $f\left(x^{\prime}\right)=f(y)=y^{\prime}$. Thus we can invert f with probability $>\epsilon$, proving that it is not one-way.

Assuming that there exists a family of one-way permutations: $f_{4 n^{2}}, f_{4 n^{2}-1}, \ldots, f_{n+1}$, such that $f_{i}:\{0,1\}^{i} \rightarrow\{0,1\}^{i}$, we may construct a family of universal 1 -way hash functions $h:\{0,1\}^{4 n^{2}} \rightarrow\{0,1\}^{n}$ as follows:
$x_{0} \leftarrow\{0,1\}^{4 n^{2}}$
for $k=0$ to $4 n^{2}-n-1$

$$
a_{k} \leftarrow G F\left(2^{4 n^{2}-k}\right) ; b_{k} \leftarrow G F\left(2^{4 n^{2}-k}\right)
$$

$$
x_{k+1} \leftarrow \operatorname{chop}\left(a_{k} f_{4 n^{2}-k}\left(x_{k}\right)+b_{k}\right)
$$

Output $x_{4 n^{2}-n}$

### 1.4 Signature that not need to remember everything

We will present an improvement of Merkle's signature scheme based on the work of NaorYung. The construction assumes the one-time security of Lamport's 1-time signature, (KeyGen,Sign,Verify) as well as the existence of a family of universal 1-way hash functions $\left\{h:\{0,1\}^{4 n^{2}} \rightarrow\{0,1\}^{n}\right\}$ which will be used in the construction of our signature scheme which signs $n^{\log (n)}$ messages of length n . The main concept for signing is to first pretend we have a complete tree of height, say, $k=\log ^{2}(n)$ which will have an secret key and a public key at each node. Only the public key PK of the root of this tree will be published, which means our public key size is independent of the number of messages we need to sign. To sign the i-th message, we sign it on the i-th leaf using Lamport's 1-time signature, then include the public keys of the nodes in the path from the leaf to the root and their siblings. To make sure this path is authentic, we also need to have each parent sign the public keys of its two children. This is accomplished by concatenating the public keys of the two children then applying a hash to it, then signing the result. All of this information is to be included in the signature, but the good news is that the size of the signature does not grow as the number of signed messages increases. Notice that because we only pretended to have such
a tree, some of these values may need to be computed and stored on the fly, but still this only takes poly-time to accomplish. Also notice that because our tree has more than polynomially many leaves, no polynomially bounded adversary can exhaust all of the leaves, so that we can always sign a message when an adversary asks for one.


Figure 3: Signing the i-th message

## 2 Diffie-Hellman Key Agreement

Whenever you log in to the bank and send some instructions, people should not understand your privacy information (amount of money in bank and so on). How do we do that?

This is one idea come up from Diffie-Hellman.

### 2.1 How to agree on secret key

Here is the Protocol:
Alice and Bob pick public prime $p$, and g , a generator of $\mathbb{Z}_{p}^{*}$.

1. Alice pick random $a$ and compute $g^{a}=y_{1}$ and send $y_{1}$ to Bob.
2. Bob pick random $b$ and compute $g^{b}=y_{2}$ and send $y_{2}$ to Alice.
3. Now both Alice and Bob can compute the same result.
4. Alice can compute: $y_{2}^{a}=\left(g^{b}\right)^{a}=g^{b a}$
5. Bob can compute: $y_{1}^{b}=\left(g^{a}\right)^{b}=g^{b a}$

Now both Alice and Bob know the same value in which they can use it to encode and decode messages.

### 2.2 Public Key Encryption: ElGamal Encryption

The idea is that I publish a public key and have a secret key. Anyone who knows my public key can use it to encrypt message to me. And only my secret key can decrypt the message.

Definition 5 (ElGamal Encryption) The ElGamal Encryption works similar as Diffiehellman agreement like this:

Key Generation: Public key is prime $p$, generator $g$ and $h$; secret key is to pick a random $a$ and use it to compute $h=g^{a}$.

Encryption: pick a random $r, E(m, P K)=\left(g^{r}, h^{r} * m\right)=(U, V)$
Decryption: $D(U, V)=\frac{V}{U^{a}}=\frac{h^{r} * m}{\left(g^{r}\right)^{a}}=m$

### 2.3 Semantic Security

This is the first definition of the encryption scheme
Definition 6 (Semantic Security) (Goldwasser-Micali) A semantic secure public key encryption(PKE )hides all (even partial) information about messages. More formally, a probabilistic PKE is defined by a triplet of PPT algorithms as following:

1. A key generation algorithm on input $1 k$ where $k$ is a security parameter: Key$\operatorname{gen}\left(1^{k}, R\right) \rightarrow(P K, S K) ;$
2. A randomized Encryption algorithm: $E(m, R, P K) \rightarrow C$;
3. And a Decryption algorithm: $D(C, S K) \rightarrow m^{\prime}$

And have the Correctness: Decryption on a valid ciphertext always produces the correct and same message that was encrypted. The public key and secret Key used are come from the key generation algorithm.

### 2.4 Indistinguishablity Game

Even if you know everything rather than 1 bit, you still can not tell if this bit is 0 or 1 .
The idea is that:

1. Challenger runs Key-Gen to get $P K, S K$ and send $P K$ to Adversary.
2. Adversary choose some $m_{0}, m_{1}$, in which $\left|m_{0}\right|=\left|m_{1}\right|$ (length equal) and $m_{0} \neq m_{1}$. Send $m_{0}, m_{1}$ to Challenger.
3. Challenger flip coin to get $b$ and random $R$, encrypt $E\left(m_{b}, P K, R\right)=c$ and send $c$ to Adversary.
4. Adversary tries to guess $b$.

Definition 7 (Indistinguishablity) A public key encryption scheme is indistinguishability(semantically) secure if it can't guess $b$ with $\operatorname{Pr}>\frac{1}{2}+\frac{1}{\text { poly }}$.

### 2.5 Security of ElGamal Encryption

Now let's prove that this is secure. We will use decisional Diffie-Hellman (DDH) assumption to prove the security.

Definition 8 (decisional Diffie-Hellman assumption) Let $G$ be a sampled group of order $p$, with generator $g$. Pick $x, y, z \in \mathbb{Z}_{p}^{*}$ uniformly at random. Then it is asymptotically difficult (with respect to the security parameter), for a PPT adversary $A$ to distinguish $\left(G, p, g, g^{x}, g^{y}, g^{x y}\right)$ from ( $G, p, g, g^{x}, g^{y}, g^{z}$ ).

Theorem 9 ElGamal is semantically secure, if the DDH assumption holds.

Proof Suppose we have a PPT adversary A, which breaks ElGamal's semantic security.We can use it to construct an algorithm $A^{\prime}$, which solves the DDH problem. $A^{\prime}$ is given a sequence $\left\langle G, p, g, g_{1}, g_{2}, g_{3}\right\rangle$ and must decide whether this is a Random Sequence or a DDH Sequence. $A^{\prime}$ will play the semantic security "game", using A's responses to identify the sequence, thus solving the DDH problem. $A^{\prime}\left(G, p, g, g_{1}, g_{2}, g_{3}\right)$ :

1. compute messages $\left(m_{0}, m_{1}\right):=A\left(G, p, g, g_{1}\right)$.
2. Pick $b \in 0,1$ uniformly at random.
3. compute A's guess $b^{\prime}:=A\left(g_{2}, g_{3} m_{b}\right)$.
4. if $b^{\prime}=b$ then return 1 else return 0 .
$A^{\prime}$ takes an input $\left(G, p, g, g_{1}, g_{2}, g_{3}\right)$ (with $G, p, g$ sampled). ( $G, p, g, g_{1}$ ) is used as an ElGamal public-key, which is given to A. The adversary returns a pair of messages $m_{0}, m_{1}$, which it can distinguish. After selecting a random bit $b,\left(g 2, g_{3} m_{b}\right)$ is returned to A , as a potential cipher-text. Then A returns $b^{\prime}$, its guess for $b$. If $b^{\prime}=b$ we return 1 , which we interpret as identifying the DDH sequence. Otherwise, we return 0 , identifying the Random sequence.

Note that if we give $A^{\prime}$ the input $\left(G, p, g, g^{x}, g^{y}, g^{x y}\right)$, then $\left(g_{2}, g_{3} m_{b}\right)=\left(g^{y},\left(g^{x}\right)^{y} m_{b}\right)$. This is a valid ciphertext encryption of $m_{b}$, with public key $\left(G, p, g, g^{x}\right)$, and secret key $x$. Since A can distinguish $m_{0}$ from $m_{1}$, it will guess $b^{\prime}=b$ correctly. In this case $A^{\prime}$ will output 1 with as high a probability as A can distinguish the messages.

On the other hand, if we give input $\left(G, p, g, g^{x}, g^{y}, g^{z}\right)$ for independently chosen $z, g_{3} m_{b}=$ $g^{z} m_{b}$ will just be a random element of $G$. Thus $g^{z} m_{0}$ and $g^{z} m_{1}$ will have equal probability of appearing in the ciphertext. So A will not be able to guess $b$, as it is information theoretically hidden. Therefore, A will output the incorrect bit b with exactly $50 \%$ probability.

So, if A is fed a real DDH tuple, $A^{\prime}$ outputs the correct guess with probability nonnegligibly greater than $1 / 2$. On the other hand, if A is fed a fake DDH tuple (with random $g^{z}$ ), then $A^{\prime}$ will output the incorrect guess with probability exactly $1 / 2$ as the bit is information theoretically hidden from A. Combining both of these, we get the probability of $A^{\prime}$ succeeding is non-negligibly greater than $1 / 2$. Thus $A^{\prime}$ can solve the DDH problem with non-negligible probability, assuming that A can break the semantic security of ElGamal.

