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ABSTRACT
We present a new technique to find real deadlocks in con-
current programs that use locks. For 4.5 million lines of
Java, our technique found almost twice as many real dead-
locks as four previous techniques combined. Among those,
33 deadlocks happened after more than one million com-
putation steps, including 27 new deadlocks. We first use a
known technique to find 1275 deadlock candidates and then
we determine that 146 of them are real deadlocks. Our tech-
nique combines previous work on concolic execution with a
new constraint-based approach that iteratively drives an ex-
ecution towards a deadlock candidate.

Categories and Subject Descriptors
D.2.5 Software Engineering [Testing and Debugging]

Keywords
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1. INTRODUCTION
Java has a concurrent programming model with threads,

shared memory, and locks. The shared memory enables
threads to exchange data efficiently, and the locks can help
control memory access and prevent concurrency bugs such
as data races.

In Java, the statement synchronized(e){ s } first evaluates
the expression e to an object, then acquires the lock of that
object, then executes the statement s, and finally releases
the lock.

Locks enable deadlocks, which can happen when two or
more threads wait on each other forever [49]. For example,
suppose one thread executes:

synchronized(A) { synchronized(B) { . . . }}

while another thread concurrently executes:

synchronized(B) { synchronized(A) { . . . }}
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One possible schedule of the program lets the first thread
acquire the lock of A and lets the other thread acquire the
lock of B. Now the program is deadlocked: the first thread
waits for the lock of B, while the second thread waits for
the lock of A.

Usually a deadlock is a bug and programmers should avoid
deadlocks. However, programmers may make mistakes so we
have a bug-finding problem: provide tool support to find as
many deadlocks as possible in a given program.

Researchers have developed many techniques to help find
deadlocks. Some require program annotations that typically
must be supplied by a programmer; examples include [18,
47, 6, 54, 66, 60, 42, 23, 35]. Other techniques work with
unannotated programs and thus they are easier to use. In
this paper we focus on techniques that work with unanno-
tated Java programs. We use 22 open-source benchmarks
that have a total of more than 4.5 million lines of code,
which we use “straight of the box” without annotations.

We can divide deadlock-detection techniques into three
categories: static, dynamic, and hybrid. A static technique
examines the text of a program without running it. One of
the best static tools is Chord [46, 45] which for our bench-
marks reports 570 deadlocks, which include both false pos-
itives and false negatives. A dynamic technique gathers in-
formation about a program during one or more runs. Until
now, four of best dynamic tools are DeadlockFuzzer [36],
ConTest [16, 20], Jcarder [17] and Java HotSpot [48], which
together for our benchmarks report 75 real deadlocks. Fi-
nally, hybrid techniques may be able to combine the best
of both worlds, static and dynamic. One of the best hy-
brid tools is GoodLock [29] which is highly efficient and for
our benchmarks report a total 1275 deadlocks, which may
include both false positives and false negatives.

In this paper we focus on dynamic techniques. The ad-
vantage of a dynamic technique is that it reports only real
deadlocks. The main shortcoming of the previous dynamic
techniques is that they mostly find deadlocks that occur af-
ter few steps of computation. Our experiments show that
those techniques leave undetected many deadlocks that oc-
cur after one million steps of computations. We believe that
this shortcoming stems from their approach to search for ex-
ecutable schedules. A schedule is a sequence of events that
must be executed in order. A real deadlock is a combination
of deadlock pattern, such as the one in the example above,
and an executable schedule that leads to the deadlock. We
will show how to do a better search for executable schedules.

The challenge. Help programmers find more reproducible
deadlocks than with previous techniques.



Our result. We present a technique that for a deadlock
candidate searches for an input and a schedule that lead to
the deadlock.

We use GoodLock [29] to quickly produce a manageable
number of deadlock candidates. Our technique combines
previous work on concolic execution with a new constraint-
based approach to drive an execution towards a deadlock
candidate. We have implemented our technique in a tool
called Sherlock that finds real deadlocks in Java programs.
For our benchmarks, our tool found almost twice as many
real deadlocks as four previous techniques combined. Our
technique is particularly good at finding deadlocks that hap-
pen after many execution steps: we found 33 deadlocks that
happened after more than one million computation steps,
including 27 new deadlocks. Our tool is fully automatic
and its user needs no expertise on deadlocks. Once our tool
reports a deadlock, our tool can replay the execution that
leads to the deadlock.

In summary, the two main contributions of this paper are:

• an effective and easy-to-use tool for dynamic deadlock
detection and

• a large-scale experimental comparison of seven dead-
lock detectors.

The rest of the paper. In the following section we present
our approach and in Section 3 we present the key innovation
that makes our approach work. In Section 4 we present our
experimental results, in Section 5 we discuss limitations, in
Section 6 we discuss related work.

2. OUR TECHNIQUE
Overview. In a nutshell, we first produce a set of dead-

locks candidates and then we do a separate search for each
of the deadlock candidates. The key idea is to turn each
search for a deadlock into a search for a schedule that leads
to the deadlock. We structure those searches in a particular
manner that Eslamimehr and Palsberg used in their work
on data race detection [19] and that we illustrate in Fig-
ure 1. Each circle in Figure 1 is a schedule. The search is
an alternating sequence of execute and permute steps:

(execute · permute)i · execute

where i is a nonnegative integer. The execute function at-
tempts to execute a given schedule and determine whether
it leads to a deadlock, and the permute function permutes
a given schedule. The search begin with an initial schedule
found simply by executing the program. The search fails
if execute cannot execute a given schedule, if permute can-
not find a better permutation, or if the search times out.
Our key innovation is a permute function that works well
for deadlock detection.

Each call to execute may produce a more promising sched-
ule, after which a call to permute will further improve that
schedule. In more detail, each call to execute will both try to
execute the given schedule and continue execution beyond
that schedule, typically until termination of the program.
Part of the continued execution may make progress towards
the desired deadlock. The call to permute will permute the
events in the schedule to make the next call to execute have
a better chance to succeed.

execute

execute
execute

permute

permute

initial schedule

schedule that 
leads to a deadlock

Figure 1: An illustration of the basic technique.

The alternation of permute and execute steps is more pow-
erful than either one alone. For our benchmarks, our tech-
nique finds 146 deadlocks, while execute alone finds only 63
deadlocks, and permute alone finds only 22 deadlocks.

Eslamimehr and Palsberg’s work on data race detection
[19] showed how to implement execute via a series of con-
colic executions, as we will summarize below. In Section 3
we show how to define a permute function that successfully
helps to find deadlocks.

Data types. We use these data types in Sherlock:

Program = a Java 6 program
Input = input to a Java 6 program
Lock = a Java 6 object
Event = threadId× statementLabel

Schedule = Event sequence
Link = threadId× (statementLabel× Lock)

× (statementLabel× Lock)
Cycle = Link set

Deadlock = Cycle× Input× Schedule

Sherlock works for Java 6 programs, which have the type
Program. The input to such programs is a vector of values;
we use Input to denote the type of input vectors. Each object
in Java contains a lock; for simplicity we refer to each object
as a lock and use Lock to denote the type of locks.

We have one threadId for each program point that cre-
ates a thread. Notice that one threadId may cover multiple
dynamic threads. When a program execution executes a
particular statement in a thread with a particular threadId,
we refer to that as an event that has type Event.

The standard notion of schedule is here the data type
Schedule, which is a sequence of events.

In the context of deadlock detection, two key data types
are Link and Cycle. We use Link to describe that a thread in
a particular statement has acquired a lock and now wants to
acquire another lock. We use Cycle, which is a set of links,
to describe a deadlock.

A Deadlock is the type of information that we need to
replay an execution that leads to a deadlock. A Deadlock
has three components, namely the Cycle that is the deadlock,
the Input that we should supply at the beginning of the
execution, and the Schedule that the execution should follow
to reach the deadlock.



Deadlock candidates. Our technique relies on access to
a set of deadlock candidates. We use Havelund’s technique
GoodLock [29] to produce 1275 deadlock candidates for our
benchmarks of more than 4.5 million lines of code. Those
1275 deadlock candidates are an excellent starting point for
our search. GoodLock combines model checking and dy-
namic analysis into an efficient deadlock detector that can
produce both false positives and false negatives. Here is the
interface to GoodLock:

GoodLock : Program→ (Cycle set)

We use GoodLock as a “black box”, that is, as an unmod-
ified component for which we rely only on its input-output
behavior. Notice that GoodLock maps a Java program to a
set of eventSets, that is, a set of deadlock candidates. We
use an extension of GoodLock that can handle deadlocks of
any number of threads [1]. Havelund reported that dead-
locks that involve three or more threads are extremely rare
in practice, and indeed for our benchmarks GoodLock found
only deadlock candidates that involve two threads.

The InitialRun function. Here is the interface to the
initialRun function:

initialRun : Program→ Schedule

A call to initialRun simply executes the program with some
particular input and records the schedule. Our benchmarks
are drawn from open source repositories and each one comes
with a specific input. For each benchmark, we use the pre-
determined input in initialRunbecause those inputs appear
to exercise the code well. Alternatively, we could pick some
other input (for example, at random). We leave to future
work to investigate whether the effectiveness of our approach
would be significantly affected by the quality of the inputs.

The Execute function. Here is the interface to the
execute function:

execute : (Program× Schedule× Cycle)→
((Input× Schedule× boolean)⊕ {none})

The arguments to execute are a program, a schedule, and a
deadlock candidate. A call to execute will attempt to execute
the given schedule, determine whether it leads to a deadlock,
and try to execute a longer schedule that contains the events
embodied in the deadlock candidate. Consider the call:

(a, trace, found) = execute(p, s, c)

Here, found is a boolean that is true if the given schedule
s leads to a deadlock and that is false otherwise. If found
is true, then a is the input to the program that was used
to execute the schedule. Additionally, trace is the schedule
that was actually executed.

The implementation of execute uses concolic execution [41,
28, 8, 9, 56, 55]. Our explanation of execute is in two steps:
first we summarize the idea of concolic execution and then
we explain the implementation of execute.

Consider the sequential program

x = 6; if (y > 4) { s }

which has input y, and which contains a statement s. How
can we find an input that leads to execution of s? A good an-
swer is to use directed testing [28] that executes the program
multiple times with different inputs and each time hopefully
gets closer to execute s. The insight of directed testing is

(Deadlock set) Sherlock(Program p) {
(Cycle set) candidates = GoodLock(p)
Schedule s0 = initialRun(p)
(Deadlock set) dlocks = ∅

for each Cycle c ∈ candidates do {
boolean found = false
boolean stalled = false
int i = 0
Schedule s = s0
while (¬ found) ∧ (¬ stalled) ∧ (i ≤ 1000) {

case execute(p, s, c) of
(Input× Schedule× boolean) (a, trace, true) : {

dlocks = dlocks ∪ {(c, a, trace)}
found = true

}
(Input× Schedule× boolean) (a, trace, false) : {

case permute(trace, c) of
Schedule s′ : {s = s′}
none : {stalled = true}

}
none : {stalled = true}

}
i = i+ 1

}
}

return dlocks
}

Figure 2: Sherlock.

to use information from one execution to generate a more
promising input to the next execution. Specifically, we need
a listing of all the assignments and conditions (and simi-
lar constructs) encountered. For example, for the program
above, suppose the first run uses input y = 0. The execution
encounters one assignment x = 6 and one condition y > 4.
We can read those as constraints and form the conjunction
( x = 6 ∧ y > 4 ). The last condition encountered (y > 4
in this case) led us off the path towards s. To get a more
promising input, we solve the constraints and might get the
solution { x = 6, y = 10 }. Here we see that we can try
input y = 10, which indeed leads to execution of s. Such an
execution that records constraints is called a concolic exe-
cution. The word concolic stems from that the execution is
both concrete (it executes as usual) and symbolic (it record
constraints). If the statement s is nested deeply, we may
need many concolic executions before we either find an in-
put that leads to execution of s or we give up.

Our implementation of execute uses Eslamimehr and Pals-
berg’s generalization [19] of directed testing to a concurrent
program and a sequence of events. The idea is to find an
input that leads to execution of all of the events in the se-
quence in order. We can do that by iterating the above
idea and by controlling the thread scheduler. Each iteration
leads to execution of one of the events and the next itera-
tion takes the constraints from the previous iteration as its
starting point. We control the thread scheduler to ensure
that we execute the events in the right order. If we can
match the event sequence, then we continue exploration in
an attempt to execute as many of the events embodied in
the deadlock candidate as possible. However, if we cannot



match the event sequence, then execute returns none, which
may happen for a variety of reasons including nondetermin-
ism that stems from system calls and external events.

The Permute function. Here is the interface to the
permute function, which maps a schedule and a deadlock
candidate to a better schedule or else to none if no better
schedule was found:

permute : (Schedule× Cycle)→ (Schedule⊕ {none})

In the following section we describe permute in detail.
Sherlock pseudo-code. Figure 2 shows pseudo-code for

Sherlock, which we will go over in detail. We hope our
pseudo-code and explanation will enable practitioners to im-
plement our technique easily.

The input to the Sherlock procedure is a program while
the output is a set of real deadlocks. The first three lines of
Sherlock declares these three variables: (1) a set of deadlock
candidates, called candidates, that we initialize by a call to
GoodLock, (2) a schedule, called s0, that we initialize to the
trace produced by an initial run of the program, and (3) a
set of deadlocks, called dlocks, that initially is the empty set
and that we eventually return as the result of the procedure.

The main body of the pseudo-code consists of a for-each-
loop that tries each of the event sets in the set of candidates.
The body of the for-each loop declares these four variables:
(1) a boolean found that tells whether we have found a
schedule that leads to the desired deadlock, (2) a boolean
stalled that tells whether permute was able to improve a
given schedule and whether execute was able to match the
trace and execute a longer trace with the events embodied
in the deadlock candidate, (3) an integer i that counts the
number of pairs of calls to permute and execute, and (4) a
schedule, called s, that we initialize to s0. For each deadlock
candidate we use a while-loop to do an alternation of calls to
execute and permute, as illustrated in Figure 1. Intuitively,
the while-loop terminates if either we find the deadlock, we
give up, or we time out. The time-out condition (i ≤ 1000)
was never exercised in our experiments; the highest number
of iterations of the while-loop for our benchmarks was 726.

In the body of the while-loop, we first call execute to match
the given schedule, after which either we declare success, or
proceed with a call to permute, or abandon the search. Sim-
ilarly, after the call to permute, we either continue with the
next iteration of the while-loop or we abandon the search.
Notice how each iteration of the while-loop begins with s,
extends it to trace and then improves it to a new value of s.

If we find a deadlock, then we record the input and the
trace that lead to the deadlock. If we abandon the search,
then the deadlock candidate may still be a real deadlock.
Example. We now present an example in which we walk

through a run of Sherlock on the following program with
four shared variables and two threads:

A, B are shared variables that contain objects
x, y are shared variables that contain integers
y has an initial value received from user input

Thread 1: Thread 2:
l1: x = 6 l5: x = 2
l2: synchronized(A) { l6: synchronized(B) {
l3: if (y > 4) { l7: if (y2 + 5 < x2) {
l4: synchronized(B) { } l8: synchronized(A) { }

} }
} }

The example is a refined version of the example in Section 1:
we have added two assignments and two if-statements. The
point of the example is that the program enters a deadlock
only when it executes the bodies of both if-statements. For
a deadlock to happen, y must be 5 and the program must
execute a particular schedule that lets x be 6 at the time
the program evaluates the condition at l7. So, while a dead-
lock is possible, most executions are deadlock free. We will
explain how our technique finds the deadlock.

We use these abbreviations for events: e1 = (1, l1), e2 =
(1, l2), e3 = (1, l3), e4 = (1, l4), e5 = (2, l5), e6 = (2, l6),
e7 = (2, l7), e8 = (2, l8).

The call to GoodLock produces a single deadlock candi-
date, namely the following cycle, which in the for-each loop
will be called c:

c = { (Thread 1, (l2, A), (l4, B)), (Thread 2, (l6, B), (l8, A)) }

Now we do an initial run of the program. Suppose that the
initial input, which becomes the value of the shared variable
y, is 0. We get

s = e1, e2, e3, e5, e6, e7

Now we run the first iteration of the while-loop. First we
run execute which matches the schedule and finds out that
with input y = 5, it can add the event e4. So we have:

trace = e1, e2, e3, e5, e6, e7, e4

The call to permute on trace gives:

s = e5, e6, e7, e1, e2, e3, e4

Now we run the second iteration of the while-loop. The call
to execute matches the schedule with input y = 5 so we have:

trace = e5, e6, e7, e1, e2, e3, e4

The call to permute on trace gives:

s = e5, e6, e1, e2, e7, e3, e4

Now we run the third iteration of while-loop. The call to
execute matches the schedule with input y = 5, adds the
event e8, and enters a deadlock. The schedule is:

trace = e5, e6, e1, e2, e7, e3, e4, e8

Our key innovation is permute, which we explain next.

3. OUR PERMUTE FUNCTION
Our permute function combines ideas from static analysis

and dynamic analysis.
Background: dynamic race detection. Many re-

searchers have studied how to extract information from ex-
ecution traces. A pinnacle of this area is the paper by Ser-
banuta, Chen, and Rosu [57] that presented a sound and
maximal model of execution traces: it subsumes all other
sound models that rely solely on information from an ex-
ecution trace. They also showed how to use the model to
do dynamic race detection. Their race detector works in
two steps: first run the program to get a trace, then find
an executable permutation of the trace that leads to a race.
Their model helps guarantee that the chosen permutation is
executable.

As shown later by Said, Wang, Yang, and Sakallah [52],
one can phrase the problem to find an executable permu-
tation of a trace as a constraint-solving problem, and one



απ = [

T∧
t=1

oet1.idx < . . . < oetn.idx ] ∧ [
∧

e∈FORK

oe.idx < o(e.val).first.idx ] ∧ [
∧

e∈JOIN

o(te.val).last.idx < oe.idx ]

βπ =
∧

e∈π∧e.type=read

 (∧
(e.tiwp=null) ∧ (e.val=e.var.init)

∧
e1∈e.pws oe.idx < oe1.idx

)
∨(∨

e1∈e.pwsv
∧
e2∈e.pws∧e2 6=e1 (oe1.idx < oe.idx) ∧ (oe.idx < oe2.idx ∨ oe2.idx < oe1.idx)

) 
Ψ(V,E) =

∧
(ei,ej)∈E

oi < oj

δc = (oi1 < oj2) ∧ (oi2 < oj1) where c = { (t1, (li1 , LA), (lj1 , LB)), (t2, (li2 , LB), (lj2 , LA)) }
and ei1 = (t1, li1) ∧ ej1 = (t1, lj1) ∧ ei2 = (t2, li2) ∧ ej2 = (t2, lj2)

Figure 3: Constraints for our permute function

can use an SMT-solver to produce that permutation. In
essence, Said et al. presented a permute function that works
well for race detection. Eslamimehr and Palsberg [19] com-
bined Said et al.’s permute function with concolic execution
and thereby obtained an efficient and useful dynamic race
detector. We will present a permute function that works
well for deadlock detection.

A static characterization of potential deadlocks.
Deshmukh, Emerson, and Sankaranarayanan [15] presented
a static analysis of library code that identifies potential dead-
locks. Their analysis delivers a library interface that de-
scribes how to call library functions with deadlock-safe alias
relationships among library objects. In outline, their ap-
proach has two steps.

First, from the text of a library, their static analysis builds
a lock-order graph and a representation of alias information.
The lock-order graph describes the order in which the code
acquires locks. For example, for the statement

synchronized(A) { synchronized(B) { . . . }}

the graph contains an edge from a node “synchronized(A)”
to a node “synchronized(B)”.

Second, from the lock-order graph and the alias informa-
tion, they derive constraints and show that the constraints
are solvable if and only if the lock-order graph is acyclic.
In other words, the constraints are solvable if and only the
library code cannot deadlock.

They use an SMT-solver to solve the constraints. We will
use their approach to handle lock orders in our definition of
permute.

A memory-less Permute function for deadlock. Now
we give an overview of a baseline version of our permute func-
tion that we call the memory-less permute function; later we
give a constraint-based definition. Our memory-less permute
function leads to a deadlock detector that finds 121 dead-
locks in our benchmarks, which is already better than the
previous dynamic techniques with which we compare. At the
end of this section, we present an enhanced permute function
that leads us to find an additional 25 deadlocks.

Our memory-less permute function combines aspects of
Said et al.’s permute function [52] with aspects of Deshmukh
et al.’s static analysis [15] and a constraint that encodes a
deadlock candidate. Let us now explain the key observation
that makes the combination work.

Said et al. generates a constraint that at the top level
has two conjuncts: 1) a constraint that guarantees that the
permutation of a trace will be sequentially consistent, and

2) a constraint that represents a data race. We replace (2)
with a representation of deadlock candidate; let us now take
a closer look at (1). The constraint about sequential con-
sistency has three conjuncts that represent that the per-
muted trace must: 1.1) preserve the happens-before relation
for each thread, 1.2) satisfy write-read consistency, and 1.3)
satisfy synchronization consistency. Write-read consistency
means that a read event must read the value written by the
most recent write event to that location, and synchroniza-
tion consistency means that the permuted trace is consistent
with the semantics of the synchronization events.

Our observation is that we can use (1.1) and (1.2), and
then replace (1.3) with the Deshmukh et al.’s lock-order con-
straints. Intuitively, we replace dynamic information about
synchronization and lock order from a single trace with static
lock-order information about the entire program. The whole-
program view of lock order makes our permute function ef-
ficient and powerful.

The grand total is a constraint that consists of the con-
straints (1.1) and (1.2) from Said et al., Deshmukh et al.’s
lock-order constraints, and a representation of a deadlock
candidate. This constraint, if solvable, represents a per-
muted trace. If the input trace contains all the events em-
bodied in the deadlock candidate, and permuted trace is
executable, then the execution leads to the deadlock. We
use an SMT-solver to solve the constraint, and, as explained
earlier, right after the call to permute, we run execute on the
permuted trace to find out whether it is executable.

Constraints. Now we give full details of the constraints
that we use in our permute function. Suppose we have a
program, a trace π = 〈e1, . . . , en〉 of an execution of the
program, a lock-order graph (V,E) produced by a standard
interprocedural static analysis of the program [15], and a
deadlock candidate c. The constraints use n position vari-
ables o1, . . . , on. The idea is that the value of oi is the posi-
tion of ei in the permuted trace. The symbol < denotes the
happens-before relation. The constraints are of the form

απ ∧ βπ ∧ Ψ(V,E) ∧ δc (1)

where each of the four conjuncts is defined in Figure 3. Here
απ is Said et al.’s constraint (1.1), βπ is Said et al.’s con-
straint (1.2), Ψ(V,E) is Deshmukh et al.’s lock-order con-
straints, and δc is a representation of a deadlock candidate.
Figure 3 uses helper functions that we explain below.

The constraint (1) is formed by conjunctions and disjunc-
tions of inequalities of the form (oi < oj). A solution to the



constraints is an injective function

S : {o1, . . . , on} → {1, . . . , n}

First we explain απ. We use the same notation as Said et
al. [52]. In particular, for a trace π and a threadId t, we let
〈et1, . . . , etn be subsequence of t-events in π, and we let t.first
denote et1 and we let t.last denote etn. We assume that the
set of threadIds is 1..T . For each event e in π, we use e.idx to
denote its index in π, we use e.type to denote the event type,
which ranges over {read, write, fork, join, acquire, release},
and we use e.tid to denote the threadId. Additionally, we
use e.var to denote either (in read or write) a shared vari-
able, or (in fork or join) a synchronization object. Further,
we use e.val to denote either (in read or write) a concrete
value, or (in fork or join) the child threadId. FORK denotes
the set of fork events in π, and similarly JOIN denotes the
set of join events in π.

The first conjunct of απ expresses that the happens-before
relation per thread must be preserved. The second conjunct
of απ expresses that a fork event happens before the first
event of the forked thread. The third conjunct of απ ex-
presses that the last event of a thread happens before the
thread participates in a join event.

Next, we explain βπ. We use the same notation as Said
et al. [52]. In particular, for a read event e, we use e.tiwp
to denote the thread immediate write predecessor, which is
a write event that comes before e in π that has the same
threadId as e, has the same variable as e, and for which no
other such write event occurs in π between e.tiwp and e.
If no such write event exists, then we write e.tiwp = null.
Additionally, for a read event e, we use e.liwp to denote
the linearization immediate write predecessor, which is a
write event that comes before e in π that has a possibly
different threadId than e, has the same variable as e, and
for which no other such write event occurs in π between
e.liwp and e. If no such write event exists, then we write
e.val = e.var.init, where e.var.init is the initial value of
variable e.var. Finally, for a read event e, we use e.pws
to denote the predecessor write set, which is the set of write
events e′ such that e′.var = e.var and either e′.tid 6= e.tid or
both e′.tid = e.tid and e′ = e.tiwp. We use e.pwsv to denote
the subset of e.pws for which for each element e′ ∈ e.pwsv
we have e′.val = e.val.

The constraint βπ has a conjunct for each read event in
π. Each of the conjuncts is a disjunction of two disjuncts,
one per line of the definition of βπ. The first disjunct says
that if the read event doesn’t have thread immediate write
predecessor, then the value read is the initial value and all
writes to that variable come after that read in π. The second
disjunct says that if π contains a linearization immediate
write predecessor, then every possible write event e1 for the
value read must come before the read event, and no other
such write event e2 can come between e1 and the read event.

Next, let us explain Ψ(V,E). Following Deshmukh [15] we
first use a standard interprocedural analysis to compute a
lock-order graph (V,E) for the entire program. The nodes V
are events that acquire locks, and the edges E express nested
relationships between the nodes: (e1, e2) ∈ E if and only if
the body of e1 contains e2. Now Ψ(V,E) is a conjunction of
one constraint per edge (ei, ej) ∈ E, namely (oi < oj), that
expresses that ei must happen before ej .

Finally, let us explain how δc represents a deadlock candi-
date c with two links in the cycle. The definition and expla-

nation generalize easily to cycles with more than two links
though we haven’t found any programs with such deadlocks.
The deadlock candidate can be understood as a collection
of the four events ei1 , ej1 , ei2 , ej2 listed in Figure 3. A pre-
condition for the deadlock candidate to be a real deadlock
is that ei1 and ei2 must both happen before both of ej1
and ej2 . We have that Ψ(V,E) contains (oi1 < oj1) and
oi2 , oj2 , so to ensure that the precondition is met, we let δc
be (oi1 < oj2) ∧ (oi2 < oj1). In case some or all of the four
events occur multiple times in the trace, we let the candidate
refer to the first occurrence of each event in the trace.

Example. Let us return to the example from Section 2
and explain details of the call to permute in the first iteration
of the while-loop. That call is permute(trace, c) where

trace = e1, e2, e3, e5, e6, e7, e4

and c is the deadlock candidate:

c = { (Thread 1, (l2, A), (l4, B)), (Thread 2, (l6, B), (l8, A)) }

Here are the constraints used by the permute function. First
we list αtrace, which preserves the happens-before relation
for each thread:

o1 < o2 ∧ o2 < o3 ∧ o3 < o4 ∧ o5 < o6 ∧ o6 < o7

Next we list βtrace, which ensures write-read consistency:

o5 < o7

Next we list Ψ(V,E) which represents Deshmukh et al.’s lock-
order constraints:

o2 < o4 ∧ o6 < o8

Finally, δc encodes the deadlock candidate c:

o2 < o8 ∧ o6 < o4

One possible solution is:

s = e5, e6, e7, e1, e2, e3, e4

which ignores the constraints that involve e8 because e8
doesn’t occur in trace. So, we can return s as the result
of the call to permute in the first iteration of the while-loop.

An enhanced Permute function for deadlock. The
full version of our permute function has “memory” and takes
advantage of the schedules that have been submitted in all
previous calls. The idea is to use the schedules that have
been submitted earlier to relax the happens-before relation.
We do the relaxation by taking the union of the happens-
before relations from all those schedules. The result is a
constraint system that is more likely to be satisfiable and
that leads us to find 25 more deadlocks in our benchmarks.

One final enhancement of our permute function is based on
partial order reduction. The issue is that permute might pro-
duce a permuted trace that is semantically equivalent with
the input trace and therefore must fail to lead to the dead-
lock candidate. We use Flanagan and Godefroid’s approach
[22] to partial order reduction to avoid such a situation.

Our implementation uses Flanagan and Godefroid’s ap-
proach as a checker that determines whether an input trace
and the permuted trace are equivalent. In case the input
trace and the permuted trace are equivalent, we repeatedly
ask permute for a different output until we get one we want.



4. EXPERIMENTAL RESULTS
Our implementation of GoodLock is an extension of Java

PathFinder [30]. In our implementation, events are at the
Java bytecode level. We use Soot [62] to instrument byte-
codes to implement execute on top of the Lime concolic
execution engine; http://www.tcs.hut.fi/Software/lime.
We ran all our experiments on a Linux CentOs machine with
two 2.4 GHz Xeon quad core processors and 32 GB RAM.

4.1 Benchmarks
Figure 4 lists our 22 benchmarks which we have collected

from six sources:

• From ETH Zurich [64]: Sor, TSP, Hedc, Elevator.

• From java.util, Oracle’s JDK 1.4.2: ArrayList,
TreeSet, HashSet, Vector.

• From Java Grande [50]: RayTracer, MolDyn, Monte-
Carlo.

• From the Apache Software Foundation [26]: Derby.

• From CERN [24]: Colt.

• From DaCapo [4]: Avrora, Tomcat, Batic, Eclipse,
FOP, H2, PMD, Sunflow, Xalan.

The sizes of the benchmarks vary widely: we have 2 huge
(1M+ LOC), 10 large (20K–1M LOC), 8 medium (1K–8K
LOC), and 2 small (less than 1K LOC) benchmarks.

Figure 4 also lists the high watermark of how many threads
each benchmark runs, and the input size in bytes for each
benchmark. Most of the benchmarks come with a specific
input, except the four benchmarks from Oracle’s JDK 1.4.2
for which we use a test harness from previous work [36, 19].

Each benchmark is supposed to terminate so every real
deadlock is a bug.

4.2 Deadlock Detectors
We compare Sherlock with one static deadlock detector,

namely Chord [46, 45], one hybrid deadlock detector that we
call GoodLock [29], and four dynamic deadlock detectors,
namely DeadlockFuzzer [36], ConTest [16, 20], Jcarder [17],
and Java HotSpot [48]. Additionally we compare with a
combined dynamic technique that we call DCJJ.

Chord is a static technique, and by design it may report
false positives; its main objective is to report all real dead-
locks (or as many as possible).

GoodLock monitors an execution, computes a lock depen-
dency relation, and uses the transitive closure of this relation
to suggest potential deadlocks.

DeadlockFuzzer, ConTest, Jcarder, Java HotSpot, and
Sherlock are all dynamic techniques that report only real
deadlocks.

DeadlockFuzzer begins with a set of deadlock candidates
produced by a variant of GoodLock. For each deadlock can-
didate, DeadlockFuzzer executes the program with a random
scheduler that is biased towards executing the events in the
deadlock candidate. The idea to use a random scheduler for
Java can be traced back to Stoller [59].

ConTest uses heuristics to perturbate the schedule and
thereby hopefully reach a deadlock. One of the techniques
is to insert time-outs.

Jcarder instruments Java byte code dynamically and looks
for cycles in the graph of acquired locks. The instrumented
code records information about the locks at run time. A
later, separate phase of Jcarder post-processes the recorded
information to search for deadlocks.

The Java HotSpot Virtual Machine from Oracle can track
the use of locks and detect cyclic lock dependences. The util-
ity detects Java-platform-level deadlocks, including locking
done from the Java Native Interface (JNI), the Java Vir-
tual Machine Profiler Interface (JVMPI), and Java Virtual
Machine Debug Interface (JVMDI).

We use DCJJ to stand for the union of DeadlockFuzzer,
ConTest, Jcarder, and Java HotSpot in following sense. We
can implement DCJJ as a tool that for a given benchmark
starts runs of DeadlockFuzzer, ConTest, Jcarder, and Java
HotSpot in four separate threads, and if any one of them
reports a deadlock, then DCJJ reports a deadlock.

4.3 How we handle Reflection
Many of the benchmarks use reflection, and ConTest and

Java HotSpot handle reflection well. We enable the other
deadlock detectors to handle reflection with the help of the
tool chain TamiFlex [5]. The core of the problem is that
reflection is at odds with static analysis and bytecode in-
strumentation: reflection may make make static analysis
unsound and may load uninstrumented classes. TamiFlex
solves these problems in a manner that is sound with respect
to a set of recorded program runs. If a later program run
deviates from the recorded runs, TamiFlex issues a warning.

We have combined each of Chord, GoodLock, Deadlock-
Fuzzer, and Jcarder with TamiFlex and we have run all our
experiments without warnings. As a result, all the deadlock
detectors all handle reflection correctly.

4.4 Measurements
Figure 5 shows the numbers of deadlocks found in 22

benchmarks by 7 techniques. When we compare deadlocks,
we focus on the program points where locks are acquired.
For each benchmark and each tool, the reported deadlocks
turns out to be disjoint, that is, any two deadlocks have
nonoverlapping program points. Even across tools, we found
no cases of partially overlapping deadlocks; each pair of re-
ported deadlocks are either identical or disjoint. As a result
we can easily compare tools. We have manually inspected
all the deadlocks reported by the dynamic tools and we be-
lieve that the deadlocks are rather unrelated. While one
can imagine that a code revision may remove multiple dead-
locks, we found no obvious signs of correlation between the
reported deadlocks.

Figure 6 shows the time each of the runs took in minutes
and seconds, and it shows the geometrical mean for each
technique. We made no attempt to throttle the amount of
time that the tools can use.

4.5 Evaluation
We now present our findings based both on the measure-

ments listed above and on additional analysis of the dead-
locks that were found.

Sherlock versus other dynamic techniques. We can
see in Figure 5 that Sherlock finds the most deadlocks (146)
of all the dynamic techniques. Among those 146 deadlocks,
86 deadlocks were found only by Sherlock and are entirely
novel to this paper, while 60 were also found by DCJJ. Du-



Name LOC # threads input size Brief description
(bytes)

Sor 1270 5 404 A successive order-relaxation benchmark
TSP 713 10 58 Traveling Salesman Problem solver
Hedc 30K 10 220 A web-crawler application kernel
Elevator 2840 5 60 A real-time discrete event simulator
ArrayList 5866 26 116 ArrayList from java.util

TreeSet 7532 21 64 TreeSet from java.util

HashSet 7086 21 288 HashSet from java.util

Vector 709 10 128 Vector from java.util

RayTracer 1942 5 412 Measures the performance of a 3D raytracer
MolDyn 1351 5 240 N-Body code modeling dynamic
MonteCarlo 3619 4 26 A financial simulator, using Monte Carlo techniques to price products
Derby 1.6M 64 564 Apache RDBMS
Colt 110K 11 804 Open source libraries for high perf. scientific and technical computing
Avrora 140K 6 74 AVR microcontroller simulator
Tomcat 535K 16 88 Tomcat Apache web application server
Batic 354K 5 366 Produces Scalable Vector Graphics images based on Apache Batic
Eclipse 1.2M 16 206 Non-GUI Eclipse IDE
FOP 21K 8 34 XSL-FO to PDF converter
H2 20K 16 658 Executes a JDBCbench-like in-memory benchmark
PMD 81K 4 116 Java Static Analyzer
Sunflow 108K 16 24 Tool for rendering image with raytracer
Xalan 355K 9 616 XML to HTML transformer
TOTAL 4587K

Figure 4: Our benchmarks.

ally, 15 deadlocks were found only by DCJJ. In summary,
we have that the combination of DCJJ and Sherlock found
161 deadlocks in the 22 benchmarks.

Found only by DCJJ: 15
Found by both: 60
Found only by Sherlock: 86
Total: 161

Let us consider the 15 deadlocks that DCJJ found but Sher-
lock missed. Those deadlocks were in ArrayList (4), TreeSet
(3), Vector (1), Derby (1), Tomcat (3), Eclipse (2), PMD (1).
DeadlockFuzzer found eleven of those, and ConTest found
the remaining four (and also four of the eleven found by
DeadlockFuzzer).

For example, DeadlockFuzzer found the following dead-
lock in Tomcat, while Sherlock missed it. The deadlock
happens when Tomcat uses OracleDataSourceFactory. The
nature of the deadlock is much like the example in Section
1. If we use the notation of that example, then A is an ob-
ject of class java.util.Properties, while B is an object of class
java.util.logging.Logger. Two threads execute synchronized-
operations on those objects in the pattern of the example in
Section 1, hence they may deadlock.

The reason why DeadlockFuzzer found deadlocks that Sher-
lock missed is that DeadlockFuzzer uses a random scheduler
while the initial run of Sherlock uses the standard scheduler.

We conclude that Sherlock finds the most deadlocks, and
that DeadlockFuzzer and ConTest remain worthwhile tech-
niques that each finds deadlocks that the other dynamic
techniques don’t find.

DCJJ details. The combined dynamic technique DCJJ
found 75 deadlocks. We notice that, intuitively:

Jcarder ⊆ (DeadlockFuzzer ∪ ConTest)

In words, if Jcarder finds a deadlock, then DeadlockFuzzer
or ConTest (or both) also finds that deadlock. We also no-
tice that if Java HotSpot finds a deadlock, then either Dead-
lockFuzzer or ConTest (or both) also finds that deadlock or
the deadlock is one particular deadlock in Elevator (which
Sherlock finds too).

Chord. Chord is one of the best static deadlock detec-
tors, yet our experiments suggest that Chord produces a
large number of false positives. Additionally, Chord missed
five real deadlocks, namely one deadlock in each of Eleva-
tor, Vector, Raytracer, Batic, and Xalan. We conclude that
accurate static deadlock detection remains an open problem.

Timings. The geometrical means of the execution times
show that DeadlockFuzzer is the fastest dynamic technique
while Sherlock is the slowest. The timings for Deadlock-
Fuzzer and Sherlock include the time to execute GoodLock.

Number of schedules. The number of calls to execute
turns out to be rather modest: for every benchmark, it is at
most twice the number of deadlock candidates. This shows
that the combination of execute and permute is powerful.

Number of steps of execution. This table shows the
lengths of the 146 schedules that lead to deadlocks found by
Sherlock, including the 86 found only by Sherlock:

Sherlock
schedule length total = new + DCJJ

102 − 103 5 0 5
103 − 104 20 9 11
104 − 105 39 12 27
105 − 106 49 38 11
106 − 107 24 18 6
107 − 108 9 9 0

146 86 60

The schedules can be as long as 34 million events, which



Static Hybrid Dynamic
benchmarks Chord GoodLock DeadlockFuzzer ConTest Jcarder Java HotSpot DCJJ Sherlock

total = new + DCJJ
Sor 1 7 0 0 0 0 0 1 1 0
TSP 1 9 0 0 0 0 0 1 1 0
Hedc 24 23 1 0 0 0 1 20 19 1
Elevator 4 13 0 0 0 1 1 5 4 1
ArrayList 9 11 7 6 2 1 7 9 6 3
TreeSet 8 11 7 5 1 3 8 5 0 5
HashSet 11 10 3 1 0 2 5 5 0 5
Vector 3 14 0 1 0 0 1 4 4 0
RayTracer 1 8 0 1 0 0 1 2 1 1
MolDyn 3 6 1 1 1 1 1 1 0 1
MonteCarlo 2 23 0 1 1 1 1 2 1 1
Derby 5 10 2 0 0 0 2 4 3 1
Colt 6 11 0 0 0 0 0 3 3 0
Avrora 78 29 4 2 1 2 4 7 3 4
Tomcat 119 411 9 10 3 4 11 18 10 8
Batic 73 33 5 4 1 3 7 10 3 7
Eclipse 89 389 9 8 4 6 13 23 12 11
FOP 15 11 1 1 0 0 2 4 2 2
H2 25 17 0 1 0 0 1 3 2 1
PMD 20 8 2 2 0 1 3 4 2 2
Sunflow 31 11 1 2 0 2 2 6 4 2
Xalan 42 210 3 4 0 2 4 9 5 4
TOTAL 570 1275 55 50 14 29 75 146 86 60

Figure 5: The numbers of deadlocks found in 22 benchmarks by 7 techniques.

Static Hybrid Dynamic
benchmarks Chord GoodLock DeadlockFuzzer ConTest Jcarder Java HotSpot Sherlock
Sor 4:23 0:04 0:05 0:07 0:12 0:15 0:39
TSP 8:09 0:02 0:02 0:06 0:17 0:18 0:50
Hedc 20:11 0:04 0:06 0:08 0:19 0:23 0:44
Elevator 5:19 0:06 0:07 0:11 0:09 0:13 0:51
ArrayList 3:10 0:03 0:04 0:05 0:11 0:19 0:28
TreeSet 2:55 0:02 0:02 0:05 0:11 0:22 0:26
HashSet 2:47 0:04 0:05 0:06 0:10 0:14 0:35
Vector 5:31 0:03 0:03 0:07 0:12 0:17 0:19
RayTracer 4:22 0:02 0:03 0:04 0:19 0:09 0:30
MolDyn 5:34 0:05 0:08 0:12 0:24 0:23 0:49
MonteCarlo 4:48 0:05 0:05 0:13 0:15 0:17 1:02
Derby 46:17 0:12 0:18 0:19 0:48 0:55 1:25
Colt 15:58 0:08 0:13 0:14 0:13 0:20 0:31
Avrora 51:36 0:22 0:24 0:22 0:51 1:02 1:16
Tomcat 58:24 0:20 0:23 0:27 0:49 0:54 4:15
Batic 43:03 0:14 0:19 0:20 0:30 0:41 1:07
Eclipse 59:20 0:29 0:30 0:29 0:38 0:49 3:21
FOP 38:00 0:13 0:19 0:33 0:21 0:33 1:43
H2 27:19 0:10 0:14 0:29 0:29 0:40 0:57
PMD 45:05 0:07 0:10 0:08 0:19 0:23 0:53
Sunflow 39:12 0:16 0:18 0:21 0:32 0:52 1:46
Xalan 40:53 0:14 0:19 0:22 0:27 0:55 3:02
geom. mean 17:39 0:06 0:09 0:12 0:20 0:26 0:59

Figure 6: Timings in minutes and seconds.



shows that the permute method scales to long schedules.
For each of seven benchmarks (Derby, Colt, Tomcat, Batic,
Eclipse, Sunflow, Xalan), at least one real deadlock happens
with a schedule that has more than a million events. Among
the 33 deadlocks found after at least a million steps, 27 were
found only by Sherlock. Given that Sherlock can reproduce
every deadlock, we conclude that Sherlock does a much bet-
ter job than previous work to find reproducible deadlocks
than the previous techniques with which we have compared.

5. LIMITATIONS
Our approach has four main limitations.
First, our current implementation of Sherlock supports

synchronized methods and statements, but has no support
for other synchronization primitives such as wait, notify, and
notify all. We leave support for those to future work.

Second, our approach relies on GoodLock to produce dead-
lock candidates. In case GoodLock misses a deadlock, so
will Sherlock. Note here that GoodLock itself is a partly
dynamic analysis that analyzes a particular execution. If
we run GoodLock multiple times (perhaps with different in-
puts) we may in total get a larger set of deadlock candidates
and miss fewer deadlocks.

Third, our approach relies on a constraint solver both in
permute and execute. The form of constraints that we use
in permute has a decidable satisfiability problem, while the
form of constraints that we use in execute are derived from
expressions in the program text and may be undecidable.
So for execute, the power of the constraint solver is critical.

Fourth, our approach has no support for native code.

6. RELATED WORK
In Section 4, we discussed six techniques for deadlock de-

tection, namely Chord [46, 45], GoodLock [29], Deadlock-
Fuzzer [36], ConTest [16, 20], Jcarder [17], and Java HotSpot
[48] and we did a large-scale experimental comparison of all
six and Sherlock. The goal of this section is to highlight some
other notable techniques and tools in the area of deadlock
detection for unannotated programs.

Run-time monitoring systems. Arnold, Vechev, and
Yahav [2] presented the QVM run-time environment that
continuously monitors an execution and potentially detects
defects, including deadlocks. Huang, Zhang, and Dolby [34]
presented an efficient approach to log execution paths and
then do off-line computation in order to reproduce concur-
rency bugs such as deadlocks. Another idea is to let the op-
erating system detect deadlocks [39]. All three approaches
monitor executions but do nothing to drive an execution
towards a deadlock.

Model checking. Demartini et al. [14] presented a trans-
lation from Java source code to Promela that enables dead-
lock detection via the SPIN model checker [31]. The transla-
tor predates Java 6 and would require significant extension
to handle our benchmarks. Chaki et al. [13] and Godefroid
[27] presented model checkers for C that can find deadlocks.

Static deadlock detectors. Static deadlock detectors
[44, 43, 3, 18, 32, 63, 37, 61, 45] have a goal that is dual to
our objective to find real deadlocks: they attempt to find all
deadlocks and possibly some false positives. Chord remains
one of the best among the scalable static deadlock detectors
for Java to date, hence it was our choice for experimental
comparison in this paper.

Dynamic deadlock detectors for Java. ASN [11] first
extracts constraints from a deadlock candidate and formu-
lates them as barriers, and then uses a form of random
scheduling to trigger real deadlocks with high probability.
ConLock [12] first does an initial run and generates schedul-
ing constraint from the trace and from a deadlock candidate,
and then uses a form of random scheduling that works within
the limits of the generated scheduling constraints. Wolf [53]
first does an initial run and does cycle detection, then prunes
away cycles that cannot be executed, then generates a syn-
chronization dependency graph, and finally uses a form of
scheduling based on that graph.

The papers on ASN and ConLock report on experiments
with a single Java benchmark of 36,300 lines of Java, for
which the tools found 8 and 4 deadlocks, respectively. They
also report on experiments with larger C/C++ benchmarks.
The paper on Wolf reports on multiple benchmarks, the
largest of which is 160,000 lines of Java and for which the
tool found 6 deadlocks. None of those tools use schedule
permutation or concolic execution.

Static analyses of traces. Our permute function em-
bodies a static analysis of a trace. Researchers have pre-
sented many such analyses [21, 38, 25, 65] that might help
define alternative permute functions.
Other dynamic techniques. Penelope [58] is a dynamic

tool that detects atomicity violations. Penelope runs a pro-
gram and then analyzes (with an SMT solver) the recorded
reads and writes to predict a schedule that leads to an atom-
icity violation. Penelope doesn’t use concolic execution. Re-
cent papers [51, 33, 40] show how to detect data races in
event-driven and reactive programs; their techniques might
also be useful for deadlock detection in such programs.

Dynamic deadlock detectors for other languages.
PCT (Probabilistic Concurrency Testing) [7] is a concurrency-
bug (including deadlock) detector for C and C++ that uses a
probabilistic technique to generate a thread schedule. They
found one bug in each of eight benchmarks. Their largest
benchmark is 245 thousand lines of code.

MagicFuzzer [10] is a deadlock detector for C and C++
that uses a variant of the technique used in DeadlockFuzzer.
The novelty is that MagicFuzzer can confirm multiple cycles
in the same run. For benchmarks of about 16 million lines
of code, MagicFuzzer found 2 real deadlocks.

7. CONCLUSION
We have shown how to detect deadlocks by a combina-

tion of concolic execution and a novel approach to schedule
permutation. The result is a scalable and useful deadlock de-
tector. For a large benchmark suite, our tool Sherlock found
86 deadlocks that were missed by earlier techniques. Among
those 86 deadlocks, about a third namely 27 deadlocks were
found with schedules that have more than 1 million events.
Our technique can find deadlocks after many steps of com-
putation because the combination of concolic execution and
schedule permutation helps drive an execution towards a
deadlock candidate.

Our experiments show that DeadlockFuzzer, ConTest, and
Sherlock together find a total of 161 real deadlocks in 4.5
million lines of code. As far as we know, this is the most
comprehensive list of real deadlocks for those benchmarks
that is reported in the literature.
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