
UNIVERSITY OF CALIFORNIA

Los Angeles

Unified Deterministic/Statistical Deformable Models for
Cardiac Image Analysis

A dissertation submitted in partial satisfaction

of the requirements for the degree

Doctor of Philosophy in Computer Science

by

Sharath Kumar Gopal

2016



c© Copyright by

Sharath Kumar Gopal

2016



ABSTRACT OF THE DISSERTATION

Unified Deterministic/Statistical Deformable Models for
Cardiac Image Analysis

by

Sharath Kumar Gopal
Doctor of Philosophy in Computer Science

University of California, Los Angeles, 2016

Professor Demetri Terzopoulos, Chair

This thesis proposes to fully automate the shape and motion reconstruction of non-rigid objects

from visual information using a unified deterministic/statistical deformable model. The model

enhances the global control of a statistical deformable model with local control, based on assump-

tions of the material properties of the non-rigid object being modeled. A Histogram of Oriented

Gradients (HoG) based object detector for a 3D volume is proposed to compute initial model esti-

mates that are crucial for automation. This thesis also develops a unified variational method for 4D

(3D+time) non-rigid shape reconstruction with anatomical and temporal smoothness constraints.

The proposed unified model and method are combined in a fully automated Computer Vision and

Machine Learning based framework for the clinically important application of segmenting the my-

ocardium in cardiac cine Magnetic Resonance images.
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CHAPTER 1

Introduction

Advances in computer vision, image processing, machine learning and statistics have played a

crucial role in improving the performance of automated software systems for medical image anal-

ysis. Greater computational resources, in the form of faster multi-core CPUs and GPUs, have

enabled the deployment of resource-heavy automated software. All these developments contribute

to the exciting prospect of having an Artificial Intelligence system without any human assistance

accurately predict the condition of a patient’s health.

High level modeling problems in medical image analysis include segmentation and shape recon-

struction as well as registration and motion/deformation analysis of anatomical structures. All

these problems have an underlying clinical motivation which would require the computation of

indexes/parameters that might be used further to assess an individual’s health. Such problems

have benefited from pioneering research efforts in deformable models and the statistical analysis

of shape.

Deformable models have played an important role in addressing the challenging problem of non-

rigid shape and motion reconstruction from noisy image data. Both, deterministic and statistical

deformable models assist in the incorporation of prior knowledge about an anatomical structure’s

shape, its temporal characteristics, and its appearance in a specific type of image (MR, CT, Ultra-

sound, etc). The incorporation of such prior knowledge increases the robustness of model-based

image analysis algorithms, and it also potentially enables the full automation of systems using

these algorithms.
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The incorporation of useful priors into deformable models is one of the underlying themes of this

thesis. In particular, a fully automated system is proposed and developed for the task of cardiac

Left Ventricle (LV) reconstruction from cine Magnetic Resonance (MR) images.

1.1 Problem Statement

The myocardial wall in the LV is the main pumping structure of the heart and its function is

important in the assessment of cardiovascular disease. By accurately segmenting the LV in cine

MR images, cardiac contractile function can be quantified according to LV volumes and ejection

fractions. Manual segmentation in MR images is a tedious process performed by clinicians, which

is subject to inter-observer and intra-observer variability that can lead to inconsistent diagnosis.

These issues have motivated researchers to develop automated methods that aspire to match the

ability of expert clinicians to segment LV shape.

The recent survey by Petitjean and Dacher [2011] provides an overview of various methods that

have been applied to LV segmentation in MR images. An earlier survey can be found in [Frangi

et al., 2001]. The great amount of effort that has been invested by researchers on this problem in

the past two decades clearly indicates that this is an important problem of interest to the medical

imaging and cardiology communities. A number of challenges conducted at workshops and con-

ferences [Radau et al., 2009; Suinesiaputra et al., 2014] shows that the published, state-of-the-art

solutions to this difficult problem still cannot compete with the ability of human experts to interpret

cardiac MR images. This thesis addresses the challenges involved in closing this gap.

In this thesis, Statistical and Deterministic deformable models are employed to fully automate the

segmentation and reconstruction of the human cardiac Left Ventricle (LV) in cardiac cine Magnetic

Resonance (MR) images.
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Figure 1.1: Cross section of the LV

1.1.1 The Cardiac Left Ventricle

The human heart is a muscular organ that functions as a pump for the circulation of blood in the

body. It consists of the following four chambers: right atrium, left atrium, right ventricle (RV)

and left ventricle (LV). While the two atria receive blood flowing to the heart, the two ventricles

pump blood out of the heart. Among the two ventricles, the LV is the thickest muscle, which is

in the shape of a bullet. This is due to the fact that, while the RV is responsible for pumping

deoxygenated blood to the nearby lungs (pulmonary circulation), the LV must supply oxygenated

blood to distant parts of the human body (systemic circulation). Hence, the study of the structure

and function of LV is considered highly relevant to cardiovascular health.

A cross section of the LV (as captured in MR images) is shown in Figure 1.1. Myocardium forms

the muscular wall of the the LV. The inner lining of this wall is called the Endocardium (endo)

and the outer lining is called the Epicardium (epi). The myocardium encloses a (bright) LV blood

pool. It includes papillary muscles and trabeculae which can appear in the form of dark spots in

MR images.

3
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Figure 1.2: A model of the LV during the Cardiac Cycle

The LV is a dynamic structure that works continuously to maintain blood flow throughout the life

of an individual. As illustrated in Figure 1.2, the LV goes through two distinct phases during a

single cardiac cycle:

• Diastole — This is the phase when the LV is relaxed and its cavity is being filled with blood.

End-Diastole (ED) is the end of this filling phase.

• Systole — This is the phase when the LV is contracting and blood is being pushed into the

aorta. End-Systole (ES) is the end of this emptying phase.
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1.1.2 Clinical Practice

Cardiovascular diseases (CVD) are a set of heart and blood vessel disorders that are the leading

cause of death globally. The World Health Organization (WHO) has estimated that 17.5 million

people died (31% of all global deaths) due to CVDs in the year 2012 [World Health Organization,

2016]. Studying LV function is important in clinical cardiology for the detection and management

of CVDs in patients with risk factors (obesity, hypertension, diabetes, etc). Some of the main

global indexes of LV function [Frangi et al., 2001] are as follows:

• End-Diastolic Volume (EDV) — Blood volume in the ED phase.

• End-Systolic Volume (ESV) — Blood volume in the ES phase.

• Stroke Volume (SV) — Volume of blood ejected between the ED and ES phases:

SV = EDV − ESV.

• Ejection Fraction (EF) — Percentage of blood ejected during systole:

EF =
EDV − ESV

EDV
× 100.

• Myocardium Mass — Mass of the LV muscle.

1.1.3 Cardiac Cine MR Imaging

Modern techniques to diagnose, assess and treat cardiovascular diseases rely on cardiac imag-

ing modalities such as Computerized Tomography (CT), Coronary Angiography, Ultrasound, and

Magnetic Resonance (MR) Imaging. Cardiac MR is a common imaging technique that can be

used to study cardiac anatomy, global function, motion/deformation, and perfusion [Frangi et al.,

5
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Figure 1.3: Short Axis Cardiac MRI

2001; Suinesiaputra et al., 2014]. It has the following advantages: (i) it is non-invasive, (ii) it uses

non-ionizing radiation, (iii) it is capable of imaging at arbitrary and multiple planes, and (iv) it has

high soft-tissue contrast between blood and myocardium without requiring a contrast medium.

Figure 1.3 shows short-axis cine/anatomical cardiac MR consisting of a stack of 7–12 slices from

base to apex of the LV, where the slices are 8–10 mm apart and 6–8 mm thick. These images have

a spatial resolution of about 1.1–1.4 mm. Each of the slices has good temporal resolution with 15–

30 frames that cover the entire cardiac cycle. The frames are obtained by echocardiogram (ECG)

gating.

Due to its non-invasive nature and accuracy, cardiac cine MR imaging is a widely accepted standard

for computing indexes of global LV function in clinical practice. The myocardium mass, blood

6



(a) Partial Volume Effect (b) Intensity Inhomogeneity (c) Weak Epi Gradients

(d) Slice Misregistration

Figure 1.4: Challenges in cardiac MRI

volumes (EDV, ESV), and ejection fraction (EF) can be computed by delineating the inner (endo)

and outer (epi) walls of the myocardium in the ED and ES phases. A clinician typically takes 10–

15 minutes to perform this task. Manual delineation of the myocardium boundaries for all frames

(15–30) is very time consuming, and it is subject to inter/intra observer variability. This serves

as strong motivation for research efforts to fully automate the LV shape reconstruction process

[Petitjean and Dacher, 2011; Suinesiaputra et al., 2014; Radau et al., 2009]. The main focus of

this thesis is the reconstruction of LV shape and the tracking of its nonrigid motion throughout the

cardiac cycle from visual information in cardiac cine MR images.

1.1.4 Challenges

Cardiac MR imaging and acquisition artifacts can pose hard challenges to image analysis algo-

rithms (Figure 1.4). Due to the thickness of the image slices, partial volume effects manifest them-

selves in the form of fuzzy myocardium boundaries (especially towards the apex) and blood flow

7



artifacts (Figures 1.4(a) and 1.4(b)). Intensity inhomogeneity and noise can mislead algorithms

that make assumptions about the range of intensity values for the myocardium pixels. Weak gra-

dients at the myocardium-lung interface (Figure 1.4(c)) make it hard to separate the myocardium

pixels with certainty. Patient motion and the acquisition of image slices over separate breath-

holds can cause the slices to be misregistered (Figure 1.4(d)), yielding a non-smooth LV shape

reconstruction. Due to a distance of 8–10 mm between successive image slices, intensity values

for voxels lying between two slices must be computed by interpolation. Finally, as demonstrated

in [Suinesiaputra et al., 2014], the presence of papillary muscles and trabeculae structures cause

disagreements among expert clinicians, yielding different ground truth myocardium labels.

A fully automated system should be robust enough to deal with these challenges, produce good LV

shape reconstruction that does not deviate significantly from a consensus ground truth [Suinesia-

putra et al., 2014] and, finally, be able to compute the global clinical indexes.

1.2 Contributions of the Thesis

Fully automated systems are developed in this thesis for the static (ED only) and dynamic (4D;

i.e., 3D+time) reconstruction of the cardiac LV from cardiac cine MR images. To our knowledge,

the three novel contributions (Figure 1.5) are as follows:

1. A Unified Deformable Model is proposed that combines the strengths of both deterministic

and statistical deformable models.

2. A Histogram-of-Oriented-Gradients (HoG) based LV detector is proposed for estimating the

position and scale of the LV in a given MR volume.

3. A Unified Variational Method is proposed for volume-constrained LV reconstruction in 4D

cardiac images. Along the way, the Simultaneous Inverse Compositional (SIC) and Project-

out Inverse Compositional (POIC) variants [Matthews and Baker, 2004] of the 2D Active

Appearance Model are extended and applied to the 3D LV shape.
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Figure 1.5: Contribution

We also develop UniMR, a software framework for interacting with and visualizing cardiac MR

volumes. UniMR also facilitates the easy prototyping of new models.

The details of each of these contributions are provided in the subsequent chapters.

1.3 Thesis Overview

The focus of this work is on the computer vision and machine learning based algorithms and

models, and not on the clinical aspects of the problem. In the remainder of this dissertation, the

terms “reconstruction” and “segmentation” are used interchangeably, and they both refer tp the
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recovery of LV shape from cardiac image data.

This organization of the remainder of the dissertation is as follows:

Chapter 2 discusses some of the relevant works found in the LV reconstruction research literature.

It provides the context for the main contributions mentioned above.

Chapter 3 describes deterministic and statistical models of shape that are used in this work.

Chapter 4 proposes a unified model that combines the deterministic and statistical modes of defor-

mation. This has been adapted from [Gopal and Terzopoulos, 2014].

Chapter 5 proposes a Histogram of Oriented Gradients (HoG) based LV detector that is used to

obtain accurate initial model estimates. This is adapted from [Gopal and Terzopoulos, 2016].

Chapter 6 describes the automation of static and dynamic LV reconstruction. Section 6.1 proposes

a fully automated system for static reconstruction of the LV using HoG detectors and unified de-

formable models. This is adapted from [Gopal and Terzopoulos, 2016]. Section 6.2 develops a

unified variational method for 4D LV reconstruction with volume and smoothness constraints on

the shape.

Chapter 7 provides details about the experiments conducted and the metrics used for evaluating the

performance of the unified model, the HoG detector, the automated static reconstruction method,

and the automated dynamic reconstruction method.

Chapter 8 concludes the document by summarizing the work done and discussing promising di-

rections for future research.

Appendix A provides a description of all the features implemented in the UniMR visualization

interface.

Appendix B describes mathematical tools that are frequently used in this thesis.

Finally, Appendix C provides the details of the variational method described in Section 6.2.
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CHAPTER 2

Literature Review

Many methods have been developed in the past two decades for reconstructing the left ventricle

(LV) in cardiac MR images. Enumerating and describing each of these methods is beyond the

scope of this thesis, and the interested reader is referred to the detailed surveys by Petitjean and

Dacher [2011] and Frangi et al. [2001]. Instead, some of the methods that most closely directly

related to the work in this thesis are briefly reviewed.

The amount of prior knowledge incorporated during the reconstruction process serves as the main

criterion in [Petitjean and Dacher, 2011] for grouping the different methods that have been reported

in the literature. Prior information can be incorporated in the form of statistical models of LV shape

and appearance in MR images, spatial assumptions specific to the image type (left ventricle is to the

right side of the right ventricle in short-axis MR images), anatomical assumptions (cross section

shows a circular and smooth LV), and knowledge about heart biomechanics (myocardium that is

smooth and volume-preserving across time).

Techniques that incorporate no prior or some form of weak prior are those that rely, almost exclu-

sively, on visual cues in the form of image intensity/gray value, image features (corners, edges),

and local region statistics. Intensity thresholding, k-means clustering, and pixel classification us-

ing Gaussian Mixture Models (GMM) are some of the algorithms used by these methods to label a

given pixel’s tissue type (myocardium, blood, fat, or the background). On the other hand, methods

that incorporate strong priors are the ones that use cardiac MR atlases (describing the different

organs/structures present in the images), or use statistical models for LV shape and texture. Such

methods tend to be more robust, but their main disadvantage is that they require manually seg-
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mented images for an off-line training procedure.

The flexibility and versatility of deformable models [Terzopoulos, 1986; Kass et al., 1988; Ter-

zopoulos and Metaxas, 1991] allow them to be used under both the weak-prior and strong-prior

categories [McInerney and Terzopoulos, 1996]. Their physically-based variational framework can

be augmented to incorporate strong priors of LV shape and myocardium material properties. They

can deform into a variety of shapes, which makes them well suited for reconstructing the non-rigid

LV. Such physically-based models can be naturally extended to include LV temporal dynamics pri-

ors for the purpose of 4D shape reconstruction. Hence, a single model for the LV has the ability to

incorporate a rich set of priors and deform under the influence of external image forces and internal

biomechanical constraint forces, yielding physically-consistent solutions.

The focus for the rest of the chapter is on briefly describing some methods that are similar to or

directly related to what is proposed in this thesis, a fully automated, model-based approach for 4D

shape reconstruction of the LV from cardiac MR. Prior such methods achieve one or more of the

following: (i) use deterministic or statistical deformable models, (ii) reconstruct the LV across the

entire cardiac cycle (2D+time or 3D+time), and (iii) achieve full automation.

2.1 Related Methods

Active Shape Models (ASM) [Cootes et al., 1995] and Active Appearance Models (AAM) [Cootes

et al., 1998; Matthews and Baker, 2004] are statistical deformable models that encode strong pri-

ors of shape and appearance of a non-rigid object using Principal Components Analysis (PCA)

(Appendix B.3). The AAM has been used by Mitchell et al. [2002] to train static 3D shape and

appearance models of the LV for the ED phase, and eventually used to reconstruct the LV shape

from a new patient’s MR image volume. Although not a full 4D reconstruction method, Stegmann

and Pedersen [2005] extended the static 3D AAM model of Mitchell et al. [2002] to a bi-temporal

model by combining the ED and ES shape and appearance vectors while applying PCA.
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To combine the robustnuss of global image matching in AAMs with the local image feature search

of ASMs, a multistage hybrid AAM/ASM matching procedure is proposed by Mitchell et al. [2001]

to improve the LV boundary localization accuracy. With similar motivation, a combination of

deterministic and statistical deformable models is proposed to segment the ED and ES phases by

[Gopal et al., 2013]. While a trained 3D AAM is used to segment the ED phase, a deformable

superquadric model [Terzopoulos and Metaxas, 1991] is used to track the LV from the ED phase

to the ES phase with the help of a learned ED-to-ES correspondence model.

Hybrid models are also employed by Zhang et al. [2010], who propose a two-step approach to

segment the LV and the RV. The first step requires manual initialization for a 4D model that fits to

image data using a variant of the multistage hybrid ASM/AAM procedure [Mitchell et al., 2001].

This segmentation is used as an initial estimate for the second step, which uses a single 3D AAM

model (trained on all phases) to segment each phase separately. Lelieveldt et al. [2001] extend the

AAM framework to a 2D+time Active Appearance Motion Model (AAMM) (similar to the spatio-

temporal models of [Hamarneh and Gustavsson, 2004]), by considering an entire phase-normalized

image sequence as one shape/intensity sample while applying PCA.

Kaus et al. [2004] apply a triangular mesh-based deformable surface model to fully-automated LV

reconstruction in the ED and ES phases. A Point Distibution Model (PDM), built using PCA, is

used to constrain the solution to the set of variations seen in the training shapes. A learned deter-

ministic feature-model based external energy term drives the triangular mesh towards interesting

image features. Montagnat and Delingette [2005] used a simplex-mesh in a classical Newtonian

deformable model framework. The model could include weak spatial constraints by having the

vertex’s mean curvature tend towards the weighted average mean curvature of the neighborhood,

or it could include strong spatial constraints by making the deformable surface tend towards a

reference shape. Similarly, weak temporal constraints were included by attracting a vertex to the

centroid of the neighboring vertices, or it could include strong temporal constraints by making use

of reference vertex trajectory priors.

Lynch et al. [2008] model the temporal movement over the cardiac cycle by estimating inverted
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Gaussians at each voxel in the narrowband of a level set. A two step update procedure, similar

to Expectation Maximization (EM) [Dempster et al., 1977], is used to iteratively refine the initial

model estimates that are obtained via fast marching method. The authors also mention the use of

coupled level sets to delineate both the endo and the epi by using two inverted Gaussians. Lorenzo-

Valdés et al. [2004] used Expectation Maximization (EM) and Markov Random Fields (MRF) in an

iterative scheme to estimate the Gaussian distribution parameters of tissue classes corresponding

to LV, RV, myocardium, and background. The 4D MRF incorporates spatial and temporal contexts,

and a 4D probabilistic atlas is used as a priori information to further constrain the solution across

space and time. Automation was achieved by registering a 3D intensity template to the test volume

and computing the initial model parameters.

Variational methods have frequently been used for solving shape and motion recovery problems

in computer vision (examples include [Terzopoulos, 1986], [Kass et al., 1988], [Chan and Vese,

2001], and [Horn and Schunck, 1981]). Paragios [2002] proposes a variational method that uses

a 2D level-set implementation of the Geodesic Active Contour [Caselles et al., 1997] that incor-

porates a curvature term, a boundary term based on Gradient Vector Flow (GVF) [Xu and Prince,

1997], a region term [Zhu and Yuille, 1996], and an anatomical constraint term that couples the

endo and epi contours.

SCR [Jolly et al., 2012] and INR [Margeta et al., 2012] are two fully automated methods that have

been reported on the Cardiac Atlas Project (CAP) consensus database [Suinesiaputra et al., 2014].

SCR is a registration-based method for 4D LV segmentation. Before segmenting the LV, the first

harmonic of a temporal Fourier transform is examined to detect the blood pool and a machine

learning algorithm is used to detect the mitral valve anchor points. The segmentation technique

is based on an inverse consistent deformable registration approach that is executed on each slice

in a sequential manner. The other method, INR, is a machine-learning-based 4D LV segmenta-

tion approach that makes no use of prior LV shape knowledge. Instead, voxels are classified as

myocardium or background by two layers of spatio-temporal decision forests.
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2.2 Summary

This chapter discussed the related research literature that has been reported for LV reconstruc-

tion from cardiac cine MR images. The benefits of using a physically-based deformable model

framework was discussed in the context of prior information-based classification of the reported

methods. Finally, some of the reported methods that are directly related to this thesis were de-

scribed.
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CHAPTER 3

Deformable Models

This chapter introduces the unique features of deterministic and statistical deformable models and

highlights the important differences between them. The formulation for each model is described

with examples to illustrate the modes of deformation and the range of shapes that can be produced.

3.1 Deterministic Deformable Models

Snakes [Kass et al., 1988] and Deformable Superquadrics [Terzopoulos and Metaxas, 1991] are

energy-minimizing deterministic models that provide a versatile framework for recovering the ge-

ometry and dynamics of non-rigid objects from noisy visual or range data. These are physics-based

models due to the physical meaning of the energy they try to minimize. For instance, the models

by Terzopoulos and Metaxas [1991] and Terzopoulos and Witkin [1988] use a spline deformation

energy to mimic the properties of an elastic material. These models have a Lagrangian dynamics

formulation, wherein the degrees of freedom (DOFs) of the model are made functions of time and

become generalized coordinates. The stationary point of the action integral’s functional derivative

yields the following governing equations of motion:

Mq̈ + Cq̇ + Kq = fq + gq, (3.1)

where q is the vector of the generalized coordinates, with overstruck dots denoting time derivatives,

M is the mass matrix, C is the damping matrix, K is the stiffness matrix, gq are inertial forces,
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(a) FEM skin (white) + 2D reference (red) (b) Stiffness matrix: Red (< 0), Green (> 0),
Black (= 0)

Figure 3.1: Deterministic Deformable Model

and fq are the generalized forces associated with the degrees of freedom of the model.

The external forces applied on the model are converted to generalized forces using the principle

of virtual work [Shabana, 2013], and finally, the above equations are discretized (using finite ele-

ment or finite difference methods). A minimum energy configuration is attained by stepping the

discrete equations in time, while simulating the dynamics under the influence of inertial, damping,

deformation, and generalized forces.

Figure 3.1(a) illustrates a simple deterministic model that has a 2D reference shape (red circle with

radius r(t)) representing its natural shape at a certain time. Similar to the formulation in [Ter-

zopoulos and Metaxas, 1991], a finite element deformable “skin” is superimposed on the reference

shape. A spline deformation energy that penalizes total displacement from the reference shape plus

the total squared first partial derivative of the skin’s shape, is imposed on the skin. Figure 3.1(b)

shows the symmetric sparse banded (tridiagonal) structure of the stiffness matrix K associated

with this deformation energy.

Interaction with a similar (higher resolution) model is illustrated with the pull and release sequence

in Figure 3.2. When spring forces pull on the model’s skin (Figures 3.2(a) and 3.2(c)), the refer-
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(a) Pull (b) Release

(c) Pull (d) Release

(e) Return to reference shape

Figure 3.2: Interaction with a Deterministic Deformable Model
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Figure 3.3: Point Distribution Model of cardiac left ventricle

ence shape evolves accordingly by increasing or decreasing the radius. Due to the displacement-

penalizing deformation energy, the skin returns to the current reference shape (Figure 3.2(e)) when

the springs are released. Due to the powerful combination of global (reference shape) and local (FE

skin) deformation degrees of freedom, these models are able to generate a rich variety of shapes.

For such purely deterministic models, the modes of deformation are decided by the geometric

reference shape and the elastic properties of the skin encoded in the deformation energy.

3.2 Statistical Deformable Models

Complementary to deterministic models, statistical deformable models inherit their modes of de-

formation from the statistical variations present in a population of shapes. Building a Point Dis-

tribution Model (PDM) is one way to capture the statistical modes of deformation. Active Shape

Models (ASM) [Cootes et al., 1995] and Active Appearance Models (AAM) [Cootes et al., 1998]
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are examples of statistical deformable models that build a PDM from a training set of shapes,

and use it to synthesize new shapes while fitting to visual data. The main motivation for such

approaches is to constrain solutions to be valid instances of the object being modeled.

PDMs require that shapes in the population be represented by corresponding landmarks. Figure 3.3

shows the 3D landmarks marked on a cardiac left ventricle (LV). Each LV shape is represented by a

vector of p 3D landmarks. In order to capture only the non-rigid variations, the shapes are aligned

using Orthogonal Procrustes Analysis (OPA) (Appendix B.2). The final step involves applying

Principal Components Analysis (PCA) (Appendix B.3) to the aligned shapes. Consequently, any

shape s ∈ R3p can be represented as

s = s̄ + Psqs, (3.2)

where s̄ is the average shape and columns of Ps ∈ R3p×m represent the top m uncorrelated modes

of variation in the sample population. The first mode is the direction of maximum data variance

in the population. The top 4 modes are visualized on either side of the average shape in table

3.1. The first two modes show the z and xy scaling that exists across the population of shapes. It

is interesting to note that since the sample population contains LV shapes from all phases of the

cardiac cycle, the fourth mode represents the thickening of the myocardium wall. The statistical

modes of deformation can be used to synthesize new shapes.

Since PCA fits an ellipsoid to the population, each synthesized shape can be assigned a probability

based on its distance to the average shape. This probability is a function of the shape coefficients

qs and the variances (λi) along the axes of the ellipsoid (eigenvalues and eigenvectors of the co-

variance matrix), and it is proportional to

p(qs) ∼ exp

[
−

m∑
i=1

qs(i)
2

λi

]
. (3.3)

The average shape s̄ has the highest probability, since it is the maximum likelihood estimate with

respect to the sum of squared errors for the given population of shapes. As one moves away from

the population average, the probability drops according to the above exponential function.

20



Mean−1.5λi Mean Mean+1.5λi

Mode 1

Mode 2

Mode 3

Mode 4

Table 3.1: Statistical Modes of Deformation
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3.3 Summary

In this chapter, we reviewed deterministic and statistical deformable models. The physically-based

energy minimizing framework of deterministic models was described. A simple 2D model was

used to illustrate the global and local deterministic modes of deformation as well as its behavior

under the influence of external forces. Then, statistical deformable models were described using

a PDM of the cardiac LV. The statistical modes of deformation learned from a population of LV

shapes was illustrated. Finally, a probabilistic interpretation of the ellipsoid data fit from PCA was

provided.
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CHAPTER 4

A Unified Deterministic/Statistical Deformable Model

In this chapter, a novel deformable model is proposed that has both statistical and deterministic

components suitable for LV segmentation in cardiac cine MR images. The statistical deformable

component learns a global reference model of the LV using Principal Components Analysis (PCA),

which serves as a strong shape prior, while the deterministic deformable component consists of a

finite-element deformable surface coupled to the reference model. The statistical model accounts

for the global variations in shape learned from the training set, while the deterministic deformable

skin accounts for the local deformations consistent with the detailed image features when applying

the model to new images.

4.1 Model Formulation

The formulation of our model mainly involves embedding the PCA reference as illustrated in

Figure 4.1.

4.1.1 Geometry

The model is a closed surface that has u = (u, v) as its material coordinates. Principal Components

Analysis (PCA) is applied to a set of aligned 3D LV shapes to obtain a discrete reference shape

s(u) as

s(u) = s̄(u) + Ps(u)qs(u)T , (4.1)
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Finite element skin Reference PCA Model

South Pole

North Pole

Figure 4.1: Model Geometry

where s̄ is the mean shape, the columns of matrix Ps are the modes of variation, and qs are

the the PCA shape parameters. The translational offsets across the training shapes are removed

by translating the respective centroids to the origin, and the rotational offsets are removed using

Ordinary Procrustes Analysis (Appendix B.2). The Jacobian of the PCA reference shape s is given

by

J(u) =
∂s(u)

∂qs(u)
= Ps(u), (4.2)

thus characterizing how the shape changes when the parameters qs change. The Jacobian is key to

the interaction of external forces with the model dynamics described later.

A finite element deformable skin is superimposed on the reference shape to account for local

deformations (Figure 4.2). The local displacements d(u) are expressed as a linear combination of

finite element basis functions bi(u) as follows:

d(u) =
∑
i

diag(bi(u))qi = Sqd, (4.3)

where qd = (...,qi, ...)
T is a set of local displacements qi at each mesh node i, and S holds the
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Figure 4.2: PCA reference (left). Finite Element skin (center). Skin pulled away from the reference
(right).

basis functions. In addition to the PCA parameters qs and the local displacement parameters qd,

the unified model also has global translation and rotation parameters qc and qθ. All the degrees of

freedom (DOFs) for the model are collected in a single vector

q = (qTc ,q
T
θ ,q

T
s ,q

T
d )T . (4.4)

4.1.2 Dynamics

Given a new set of MR image slices for a patient, the vector q yielding a model that best fits the

images must be computed. Applying Lagrangian dynamics, the model is made dynamic in q, thus

characterizing the evolution of q under the influence of external forces. The equations of motion

are given as

Cq̇ + Kq = fq, (4.5)

where q̇ is the time derivative of the DOF, Cq̇ are damping forces, Kq are elastic forces and fq

are external forces applied to the model. The stiffness matrix K determines the material/elastic

properties of the finite element skin.
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We impose a spline deformation energy on the local displacements qd as follows:

E(qd) =

∫
w1(u)

((
∂qd
∂u

)2

+

(
∂qd
∂v

)2
)

+ w0(u)q2
d du dv, (4.6)

where w0(u) controls the magnitude of the local deformation and w1(u) controls its variation

across adjacent nodes on the skin.

The equations of motion in (4.5) are integrated through time using an explicit Euler method. The

degrees of freedom in the vector q are updated from time t to time t+ ∆t as follows:

q(t+∆t) = q(t) + ∆t
(
C(t)

)−1 (
f (t)
q −Kq(t)

)
. (4.7)

Such a system will come to rest when the internal (damping and elastic) and external (image)

forces equilibrate. Additional background details about the formulation and implementation are

provided in [Terzopoulos and Metaxas, 1991].

4.2 Model Behavior

To illustrate the versatility of the model, each degree of freedom in q can be activated individually

by applying external spring forces. Figures 4.3(a) and 4.3(b) show the rigid body DOFs when a

single spring is pulling on one of the surface nodes. The non-rigid statistical modes of deformation

of the model are shown in Figures 4.4(a) and 4.4(b), where only the first 2 and first 7 columns,

respectively, of Ps in (4.1) are used. Similarly, Figure 4.4(c) shows the non-rigid deterministic

modes of deformation of the finite element skin as described by the stiffness matrix K. To illustrate

the model’s ability to cope with multiple body forces, springs are attached at different surface nodes

as shown in Figure 4.5. Due to the combination of deterministic and statistical modes, the model

has a richer shape subspace; hence, it can produce complex shapes that are not possible using just

the statistical modes of deformation.
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(a) Translation

(b) Rotation

Figure 4.3: Unified Model — Rigid Degrees of Freedom
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(a) Statistical Modes - 2 Active Modes (b) Statistical Modes - 7 Active Modes

(c) FEM Skin

Figure 4.4: Unified Model — Non-Rigid Degrees of Freedom
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Figure 4.5: Unified Model — Multiple spring forces acting on the model

4.2.1 Image Forces

The model, initialized with a mean PCA reference shape, is placed in the 3D volume formed by the

MR slice stack, and deformed under the influence of image forces. The image forces are designed

to attract the surface of the model towards the respective myocardial boundaries (endo and epi).

The first step in designing forces is to define a gradient-based potential function on an image I as

P = ‖∇(Gσ ∗ I)‖, (4.8)
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where the Gaussian smoothing width σ determines the range of influence of the forces. Multiple

smoothing widths (Figure 4.6) are used to attain equilibrium faster. Such a potential function

presents image forces that attract the surface of the model towards image intensity edges. The

force distribution is the gradient of the potential function:

f = β∇P, (4.9)

where β controls the scale of the force. The values for β, the stiffness parametersw1(u) andw0(u),

and the time step ∆t are carefully selected to maintain stability. In our implementation, we have

used constant values w1 = 4 × 10−3 and w0 = 2 × 10−6, β = 30, and ∆t = 1. The image

smoothing and normalization methods affect the choice of these values.

We apply two different kinds of forces to the inner and outer walls of our model to differentiate

between the endocardial wall (LV blood pool-myocardium interface) and the epicardial wall (my-

ocardium/right ventricle (RV) and myocardium/outer organs interfaces). Since the blood pool and

the pericardial fat appear bright and the myocardium appears dark in cine MR images, we can make

use of the information present in the direction of the image gradients. At the endocardial border,

the image gradients are oriented towards the LV blood pool, whereas at the epicardial border, the

image gradients are oriented away from the LV blood pool. Thus, the endocardial forces fI and the

epicardial forces fO are given as

fI(u) =


f(u), if ∇I · x(u) < 0

0, otherwise,
(4.10)

fO(u) =


f(u), if∇I · x(u) > 0

0, otherwise,
(4.11)

where the tests involve the projection of the image gradient on the position vectors x(u) of the

points on the model surface whose centroid is at the origin.
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Figure 4.6: Image potentials at multiple smoothing widths (4, 3, 2, 0 mm)

4.3 Summary

A unified model was proposed that combines statistical and deterministic modes of deformation.

A deterministic finite element interpolated skin is superimposed on a statistical reference shape

prior that has been learned from a population of shapes via PCA. The rigid and non-rigid DoFs

of the model were illustrated by applying external spring forces on the surface nodes. Finally, we

designed separate image gradient-based external forces for the endo and epi surface nodes of our

model in order that it be useful in reconstructing the LV shape from MR image data.
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CHAPTER 5

Model Initialization

This chapter proposes a multi-scale detector, based on the Histogram of Oriented Gradients (HoG)

[Dalal and Triggs, 2005] that produces initial estimates of LV position and scale in cardiac cine

MR volumes.

5.1 Histogram of Oriented Gradients Detector

Due to the sensitivity of most optimization-based segmentation algorithms to model initialization,

a good initial estimate of LV position and scale can help avoid convergence on sub-optimal local

extrema. To provide good estimates, we propose a new multi-region LV detector based on the

Histogram of Oriented Gradients (HoG) [Dalal and Triggs, 2005].

Multi-region HoG detectors are trained to estimate the position and scale of the LV in image slices

from the base to the apex of the heart. The change in size and appearance of the LV myocardium

from the base to the apex is the main reason for having 3 different detectors (of 3 different sizes)

that are trained on basal, mid, and apical regions (Figure 5.1).

Given a patient’s image volume as a training case, it is first divided into 3 sets of slices from base

to apex. For each of the 3 slice sets, a HoG feature vector (L2 block normalization) is computed on

every slice in that set and fed to a Support Vector Machine (SVM) classifier (linear, C = 1) [Chang

and Lin, 2011] as positive training cases. Negative training cases are obtained by computing the

HoG feature vector in the background of the slice in the respective set. The details of each HoG
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Figure 5.1: HoGs visualized for Base (left), Mid (middle), and Apex (right) regions

Table 5.1: HoG Feature Descriptors

Detector Region Box Size Block Size Cell Size Block Stride Bins
Db Base 80x80 10x10 5x5 5 12
Dm Mid 60x60 6x6 3x3 3 12
Da Apex 42x42 6x6 3x3 3 12

descriptor are given in Table 5.1.

Given a new patient’s MR slice stack, a standard sliding window procedure, followed by Non-

Maximum Suppression (NMS), can be used to obtain a set of candidate bounding boxes (BBs) for

each slice. As shown in Figure 5.2 and Figure 5.4(a), due to neighboring structures that appear

very similar to the LV (bright pixels surrounded by a dark ring), false positives still exist after

NMS. Therefore, we propose additional post-processing steps in Procedure 1, that exploit the 3D

structure of the LV in the MR image volume to yield just one BB for every slice. For example,

step 4 of this procedure chooses a combination of BBs that are better “aligned” along the LV

longitudinal axis. As shown in Figure 5.3 and Figure 5.4(b), the final output of this procedure is a

set of BBs, from the basal slice p to the apical slice q, which have been registered to remove any

slice mis-registration due to patient motion or breathing. The volume defined by the BBs provides

an estimate of the position and scale of the LV in the images.

To construct an initial LV shape from the detected BBs, we have to first guess the position of inner

and outer walls of the myocardium in each slice. The inscribed circle for a BB is used as the guess
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Figure 5.2: Detector results - False positives
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Procedure 1: Left Ventricle Detector
Input: Image slices 1, 2, . . . , N
Output: Bounding box for each slice in range p− q, (p < q and 1 ≤ p and q ≤ N ), where p and q

are the estimated basal and apical slices.
1 Compute SVM score masks MD = (m1,m2, . . . ,mN) using sliding window detection for all

detectors D ∈ (Db, Dm, Da) across all N slices.
2 Compute a candidate BB set C = (c1, c2, . . . , cN), where ci : i ∈ (1, 2, . . . , N) is the candidate set

of BBs for slice i, by performing NMS on MDb, MDm, and MDa score masks using an overlap
threshold ε.

3 Set p to the smallest slice number such that candidate sets c1, c2, . . . , cp−1 are empty. Similarly,
set q to the largest slice number such that candidate sets cq+1, cq+2, . . . , cN are empty. If any set
from cp to cq is empty, then fill them with averages of the BBs from neighboring slices.

4 Compute “scatter” scores for all possible combinations of BBs in the sets cp, cp+1, . . . , cq. For a
given combination of BBs, Bp, Bp+1, . . . , Bq, the scatter score is the sum of the 2 eigenvalues of
the covariance matrix of the Gaussian fit to the 2D centers of the BBs. Select the combination
with the least scatter score.

5 Register the slices p to q such that the centers for the final BBs line up along the longitudinal axis
of the volume.

for the outer wall (epi). The endo must be guessed from the quantity of pixels that belong to the

blood pool. To this end, we first collect the intensity values for all the pixels inside the BBs and fit a

bimodal Gaussian Mixture Model (GMM) using Expectation Maximization (EM) [Dempster et al.,

1977]. The GMM is subsequently used to classify the pixels as either blood pool or myocardium

(Figure 5.4(c)). Finally, the ratio of endo and epi contour radii rendo
repi

=
√

Abp

Atotal
(where Abp is the

number of pixels labeled as blood pool, and Atotal is the total number of pixels inside the BB) is

used to produce the inner circle (Figure 5.4(d)). The stack of two concentric circles is used as the

initial guess for the LV shape (Figure 5.4(e)).

Using this approximate LV shape t ∈ Rn as the target shape, and given another LV shape m ∈ Rn

that needs to be scaled by a factor k, we can minimize the following cost function:

arg min
k
‖t− km‖2. (5.1)

The minimizer is k = mT t/‖m‖2. These initial estimates of position and scale are crucial for a

segmentation system to be fully automated and less susceptible to suboptimal local minima.
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Figure 5.3: Detector results - No False positives
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(a) Sliding window HoG Detector (b) Apply procedure 1 to remove
false positives
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(e) Use 3D LV shape as initial
guess

Figure 5.4: Steps to obtain an initial guess with the HoG detector
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5.2 Summary

In this chapter we proposed a HoG based detector for cardiac cine MR volumes, which can be used

to initialize our unified statistical/deterministic deformable model. Three distinct SVM classifiers

were trained on base, mid, and apex HoG descriptors. A sliding window procedure followed by

NMS produce candidate bounding boxes for the slices. A post-processing procedure was proposed

to remove the false positives from each slice. Finally, a BB volume was obtained to provide

estimates of position and scale of the LV in an MR volume.
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CHAPTER 6

Automated Reconstruction

In this chapter we present fully automated systems for segmenting the LV in cardiac MR images

based on statistical/deformable models, using both static (3D) cardiac MR image analysis and

dynamic (3D + time; i.e., 4D) cardiac cine MR image sequence analysis. In the static case, a

Project-Out Inverse Compositional Active Appearance Model (POIC-AAM) of 3D LV shape pro-

duces segmentations that are refined using our unified statistical/deterministic deformable model.

In the dynamic case, a 3D statistical deformable model (SIC-AAM) is used in a novel smoothness

and volume constrained variational optimization scheme to provide temporally consistent results.

6.1 Automated Static Reconstruction

The key algorithms/components employed by our system and our main motivations for includ-

ing them are as follows: A Project-Out Inverse Compositional (POIC) Active Appearance Model

(AAM) [Matthews and Baker, 2004] underlies a model-based segmentation procedure and a uni-

fied statistical/deterministic deformable model refines the performance of the AAM. Due to the

sensitivity of most optimization-based segmentation algorithms to model initialization, a good ini-

tial estimate of LV position and scale can help avoid convergence on sub-optimal local extrema.

To provide good estimates, we use the Histogram of Oriented Gradients (HoG) [Dalal and Triggs,

2005] based LV detector proposed in the previous chapter.

39



6.1.1 Project Out Inverse Compositional 3D AAM

AAMs learn linear models of shape and appearance variation. They are classified as Combined

AAMs [Cootes et al., 1998] or Independent AAMs [Matthews and Baker, 2004] based, respec-

tively, on whether or not they have a common set of parameters that control both shape and ap-

pearance. The POIC is an Independent AAM, which we use to train linear models of shape and

appearance on aligned (by Ordinary Procrustes Analysis as described in Appendix B.2) 3D shapes

of the LV, and shape-normalized appearance sampled cardiac MR image information within the

3D LV shape. PCA on such training data yields the following generative models of shape s and

appearance g:

s = s̄ + Psbs, (6.1)

g = ḡ + Pgbg. (6.2)

The appearance model is trained by warping the training shapes to the base/mean shape s̄ using

piecewise affine warping on the tetrahedral 3D tessellation.

Given a new set of images I(x), the fitting process involves a Gauss-Newton minimization of the

following non-linear cost function (error image), with respect to the parameters bs and bg (with

reduced dimensions):

‖ḡ + Pgbg − I(W(x; bs))‖2. (6.3)

The ability to precompute the steepest descent images and the Hessian, makes POIC an efficient

algorithm.

6.1.2 Unified Statistical/Deformable Model

The above AAM provides an estimate of the LV shape by linearly combining deformation modes

with coefficients bs. Since this is a limited set of orthonormal modes, the actual solution might not

be present in the subspace spanned by them. It can be challenging to obtain accurate segmentation
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estimates with just an AAM. Therefore, to further refine the segmentation, we employ a variant of

our Unified Statistical/Deterministic deformable model that was developed in Chapter 4.

The model’s geometry consists of a 3D deformable “skin” superimposed on a reference PCA shape

(as in the POIC (6.1)). The skin is composed of spring-edged cuboids (12 springs) that impose

elastic/structural constraints on neighboring nodes present on the endo and epi surfaces. Applying

Lagrangian dynamics, the model is then made dynamic with respect to its parameters, thus yielding

the following (massless) equations of motion:

Cq̇ + Kq = fq, (6.4)

where q̇ is the time derivative of the vector q of degrees of freedom (DOFs) of the model, which

includes the pose parameters, PCA parameters, and displacement parameters of the skin from the

PCA reference shape, Cq̇ are damping forces, Kq are internal elastic forces, and fq are image

gradient-based external forces applied to the model. The stiffness matrix K can be assembled

“element-wise” by using the spring element matrix

 k −k

−k k

, where k is the spring stiffness,

which can be tuned to control the elasticity of the skin that deforms away from the reference shape

under the influence of external forces. Finally, we initialize the PCA parameters in q to the values

obtained from the POIC AAM fitting algorithm and explicitly time-integrate the above equations

of motion under the influence of the image forces that pull the skin towards nearby image intensity

edges.

6.2 Automated Dynamic Reconstruction

A method to reconstruct the 3D LV shape across time must consider the temporal properties of

the image features and myocardium biomechanics. Due to the presence of papillary muscles and

trabeculae, the inner wall (endo) of the myocardium becomes hard to localize in frames close to the

ES frame. Even human experts must look at the nearby image frames for cues on the myocardium
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boundaries. Hence, temporal reconstruction methods must emulate this action by incorporating

it as prior knowledge. This is indirectly achieved by imposing temporal smoothness constraints

on the parameters of the Simultaneous Inverse Compositional AAM (SIC-AAM). A sequential

application of SIC-AAM for the successive frames will not achieve temporal consistency, because

the model would drift and accumulate error in frames close to the ES frame. Moreover, since this

is not a real-time sequential tracking application, recursive estimation algorithms, neither particle

filters [Isard and Blake, 1998] nor kalman filters [Terzopoulos and Szeliski, 1993; Metaxas and

Terzopoulos, 1993] are required. All the frames can be considered simultaneously to achieve

temporal consistency.

It is important to note that the temporal constraints are solely used to achieve temporal consistency

and not to recover the displacement field, as is done in tagged MRI. These constraints are there

to help achieve better myocardium segmentation across time. To this end, the following unified

variational method is proposed to solve for the shape and appearance parameters of the SIC-AAM

as functions of time.

6.2.1 Unified Variational Method

This section describes the terms used in the unified variational method for 4D LV shape reconstruc-

tion in cardiac MRI. The method involves the minimization of the following energy (continuous

form):

E =

∫
T
αEdata + Esmooth + γEvol dt (6.5)

where T represents a periodic cardiac cycle in an MR volume. Each of the terms inside the integral,

and the motivation for having it, is described in the following three sections.
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6.2.1.1 Edata — Statistical Deformable Models

This is an energy term that is dependent on the visual data (voxel intensities) in the cardiac MR

volume. Due to the unique shape and appearance characteristics of the cardiac LV in MR images,

a data term that encodes prior knowledge of its shape and appearance would be a good choice.

Hence, we choose Active Appearance Models (AAMs) which are statistical deformable models

that build generative linear models of shape and appearance from a training set using Principal

Components Analysis (PCA) (see Appendix B.3 for more details). Many variants of AAMs have

been proposed, and they can differ in the way they synthesize new model instances (Combined vs

Independent), learn to fit to image data (Multivariate Regression vs Gradient Descent), or update

parameters (Additive vs Compositional, Inverse vs Forward). We choose the Simultaneous Inverse

Compositional (SIC) algorithm due to its better accuracy. More details of the different AAMs can

be found in [Matthews and Baker, 2004].

SIC is an Independent AAM that trains linear models of shape and appearance on registered/aligned

(OPA; see Appendix B.2 for more details) 3D shapes of LV, and shape-normalized appearance

sampled on cardiac MR visual information within the 3D LV shape. PCA on such training data

yields the following generative models of shape s ∈ R3p (with p 3D vertices) and appearance

a ∈ Rv(with v voxels):

s = s̄ + Psqs, (6.6)

a = ā + Paqa, (6.7)

where s̄ ∈ R3p is the mean shape, Ps ∈ R3p×n are the modes of shape variation, qs ∈ Rn are the

n shape coefficients, ā ∈ Rv is the mean appearance, Pa ∈ Rv×m are the modes of appearance

variation, and qa ∈ Rm are the m appearance coefficients. The shape mean s̄ and appearance

mean ā are shown in Figure 6.1.

The appearance model is trained by warping the training shapes to the base/mean shape s̄ using

piecewise affine warps on the tetrahedral 3D tessellation (see Appendix C for more details). The

above two models can be used to synthesize new shapes and appearances by linearly combining
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Figure 6.1: Shape and Appearance Means

the respective modes of variation.

The SIC-AAM fitting algorithm involves a gradient descent procedure to synthesize the shape

model and appearance model instances, so as to minimize the L2 norm of the error between the

appearance model and the test image voxels I(x) (as defined by the current shape model),

Edata =
∑
x

[ā(x) + Pa(x)qa − I(N(x; qc,qθ,qs))]
2, (6.8)

where the summation over x ∈ R3 is for all the N voxels inside the s̄ mean shape, qc,qθ are

the rigid transformation parameters (3 translation + 3 rotation), and N : R3 → R3, defined

as N(x; qc,qθ,qs) = R(qθ)W(x; qs) + T(qc), is a coordinate transform that applies a rigid

transform on the piecewise affine warp W : R3 → R3. Henceforth, we combine the unknowns

into a single vector q = [qTc qTθ qTs qTa ]T ∈ Rn+m+6.
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6.2.1.2 Esmooth — Smoothness

Deterministic deformable model formulations ([Terzopoulos et al., 1988; Terzopoulos and Metaxas,

1991]) have used first-order and second-order spatial derivative terms to regularize and obtain

smooth solutions. Since the cardiac LV shape’s motion is smooth across the cardiac cycle [Glass

et al., 1991], we penalize high values for first and second order temporal derivatives:

Esmooth = qTt B1qt + qTttB2qtt, (6.9)

where qt = ∂q(t)
∂t

, qtt = ∂2q(t)
∂t2

, and B1 ∈ Rn+m+6 and B2 ∈ Rn+m+6 are diagonal weighting

matrices that can be used to control the penalty. It can be shown that the temporal smoothness of

q implies temporal smoothness of shape s and appearance a because of the linearity of the models

in (6.6) and (6.7).

6.2.1.3 Evol — Incompressible Motion

Due to its composition (mainly water) and the less than 4% change in total volume in a single

cardiac cycle due to perfusion [Song and Leahy, 1991; Bistoquet et al., 2007; Wang and Amini,

2012], the myocardium is considered to be nearly incompressible. We impose the following vol-

ume change penalty on the tessellated geometry of the myocardium:

Evol =
[∑

i

Vi(q)− Vtar
]2

, (6.10)

where the summation is over the volume of all the geometric elements (tetrahedrons in our case)

Vi(q) composing the myocardium, and Vtar is the constant target volume to be achieved.
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6.2.2 Optimization

Since we must solve for shape and appearance parameters for each time frame across a periodic

cardiac cycle, we make the vector of unknowns q a function of time and rewrite the energy func-

tional (6.5) in the following way:

E(q(t)) =

∫
T
αEdata(q(t)) + Esmooth(q(t)) + γEvol(q(t))dt. (6.11)

Finding the optimal value of the function q(t) that minimizes the total energy is a nonlinear least

squares problem because, although the energy is linear with respect to appearance parameters qa,

it is non-linear with respect to the shape parameters qc, qθ, and qs. The calculus of variations is

used to obtain the fourth-order Euler-Lagrange equations that yield necessary conditions that have

to be satisfied by the extremal q(t). These equations are discretized and stepped in an iterative

Gauss-Newton scheme [Nocedal and Wright, 2006] to minimize the energy. We provide more

formulation details in Appendix C.

6.3 Summary

This chapter proposed fully automated techniques for static and dynamic LV reconstruction. Using

the initial model estimates from the HoG based LV detector described in Chapter 5, a combina-

tion of POIC-AAM and the Unified Deterministic/Statistical Model was used to reconstruct and

refine the LV shape given a single phase volume (static). Next, a variational method was pro-

posed to reconstruct the LV across the entire cardiac cycle (dynamic) with smoothness and volume

constraints.
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CHAPTER 7

Experiments and Results

This chapter presents the results of our experiments for the Unified Deterministic/Statistical Model,

the 3D LV detector, the automated static LV reconstruction method (POIC-AAM + Unified Model),

and the automated dynamic LV reconstruction that were proposed in Chapters 4, 5, 6.1, and 6.2,

respectively.

The UniMR interface (see Appendix A for more details) has been used to run the experiments

and to compute the performance metrics for all the models and methods. The two cardiac cine

MR image databases that were used for measuring performance are (i) the MICCAI LV Segmen-

tation challenge database [Radau et al., 2009] and (ii) the Cardiac Atlas Project (CAP) consen-

sus database [Suinesiaputra et al., 2014]. In the remainder of the chapter, we will refer to these

databases as MICCAI and CAP for brevity.

7.1 Unified Deterministic/Statistical Deformable Model

We validated the segmentation ability of the Unified Deterministic/Statistical Deformable Model

(proposed in Chapter 4) using leave-one-out training on end-diastolic (ED) images of the 45 cases

in the MICCAI database. The leave-one-out validation was fully automated and the mean reference

model was initialized in the volume such that the centroid of the model coincided with the center

of the mid-slice. Initially, the model was subject only to translational forces designed using optical

flow potentials across phases. Such forces approximately localize the myocardium and help in
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MPD ED-Epi ED-Endo Dice ED-Epi ED-Endo
MEAN 3.6 3.7 MEAN 0.88 0.84
STD 0.52 0.62 STD 0.02 0.04
MAX 4.89 4.68 MAX 0.93 0.91
MIN 2.11 2.16 MIN 0.81 0.75

Table 7.1: Mean Perpendicular Distance (mm) and Dice coefficient (45 cases)

moving the initial mean reference closer to the actual solution. Subsequently, all the parameters

(rigid and non-rigid) were stepped forward in time. The PCA parameters qs are restricted within

+2 and −2 standard deviations (which can be obtained from the corresponding eigenvalues) from

the mean in order to prevent unlikely shapes. The constants that control the deformation of the

skin are set to w1 = 4 × 10−3 and w0 = 2 × 10−6. The model is stepped forward across multiple

Gaussian smoothing widths (4, 3, 2, 0 mm), finally converging at the myocardial boundaries.

Due to the ambiguous gradient information at the myocardium interface with lungs and other or-

gans, the epicardial boundary is harder to localize. By virtue of the model having the MICCAI

database trained statistical reference shape, the papillary muscles were included in the blood pool

(Figure 7.1). We used the Mean Perpendicular Distance (MPD) and Dice coefficients (Table 7.1)

to compare the positioning errors of automated contours with respect to the expert-delineated con-

tours. The average Dice coefficient and the average MPD for the ED segmentation are 0.86 and

3.65 mm respectively, and these are close to the results presented in [Jolly, 2009], [Huang et al.,

2009], and [Lu et al., 2009]. The automated contours for the mid-slices are more accurate than

those for the slices towards the apex due to partial volume effects.

7.2 HoG Detector

We now discuss the results for the HoG detector proposed in Chapter 5. The C++ SVM implemen-

tation in LibSVM [Chang and Lin, 2011] was used for the detector’s HoG feature training, and

the MLPACK [Curtin et al., 2013] implementation of GMM was used for labeling the BB pixels.
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Figure 7.1: Examples of automated contour segmentation for four cases

The overlap threshold for the NMS step was set to ε = 0.5. The performance of the detector was

evaluated on the MICCAI (15 training and 30 testing cases) and CAP (100 training and 95 testing

cases) databases separately.

For each of these testing sets, the precision and recall between the set of ground truth BBgt and

the estimated BBest bounding boxes are computed (for the whole volume) as below. The f-score

(the harmonic mean of precision and recall) is also computed for convenience.
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Table 7.2: Detector performance on MICCAI and CAP databases

MICCAI CAP
Precision Recall F-Score Precision Recall F-Score

Avg 0.85 0.94 0.89 0.92 0.91 0.91
STD 0.07 0.04 0.04 0.09 0.01 0.07

Precision(P) =
BBgt ∩BBest

BBest

(7.1)

Recall(R) =
BBgt ∩BBest

BBgt

(7.2)

F − Score(F ) =
2 ∗ P ∗R
P +R

(7.3)

The average and standard deviation for the 3 metrics are reported for both databases in Table 7.2.

Additionally, these metrics are listed individually for each of the 30 MICCAI cases in Table 7.3.

The f-score averages for the MICCAI and CAP databases are 0.89 and 0.91 respectively. This

shows that the detection system, as described in Figure 5.4 and Procedure 1, is able to obtain good

estimates of position and scale of the LV in the 3D MR volume.

7.3 Automated Static Reconstruction

This section describes the results obtained while statically reconstructing the LV using the deformable-

model-based (POIC-AAM + Unified Model) approach proposed in Section 6.1. The MICCAI

database consisting of short-axis (SA) image slices for 15 training and 30 test cases was used

to train and test the deformable-model-based segmentation components. Each of the 45 cases

contains ground truth epicardial (epi) and endocardial (endo) contours for the end-diastolic (ED)

phase, and just the endo contours for the end-systolic (ES) phase. We evaluate our system on the

ED phase only. The HoG detector proposed in Chapter 5 is used for initialization. We used 8

shape modes for the POIC-AAM and a spring constant k = 0.5 for the unified model. Except
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Table 7.3: Precision (P), Recall (R), and F-Score (F) for the LV detector

Detector
ID Case P R F
1 SC-HF-I-05 0.82 0.99 0.90
2 SC-HF-I-06 0.91 0.96 0.93
3 SC-HF-I-07 0.93 0.95 0.94
4 SC-HF-I-08 0.89 0.98 0.93
5 SC-HF-NI-07 0.87 0.94 0.91
6 SC-HF-NI-11 0.93 0.95 0.94
7 SC-HF-NI-31 0.88 0.98 0.93
8 SC-HF-NI-33 0.93 0.91 0.92
9 SC-HYP-06 0.89 0.95 0.92

10 SC-HYP-07 0.90 0.90 0.90
11 SC-HYP-08 0.83 0.88 0.86
12 SC-HYP-37 0.89 0.84 0.86
13 SC-N-05 0.88 0.89 0.89
14 SC-N-06 0.93 0.85 0.89
15 SC-N-07 0.77 0.98 0.86
16 SC-HF-I-09 0.87 0.98 0.93
17 SC-HF-I-10 0.85 0.98 0.91
18 SC-HF-I-11 0.84 0.97 0.90
19 SC-HF-I-12 0.85 0.94 0.90
20 SC-HF-NI-12 0.87 0.98 0.92
21 SC-HF-NI-13 0.75 0.93 0.83
22 SC-HF-NI-14 0.82 0.97 0.89
23 SC-HF-NI-15 0.62 0.98 0.76
24 SC-HYP-09 0.78 1.00 0.88
25 SC-HYP-10 0.94 0.91 0.93
26 SC-HYP-11 0.89 0.91 0.90
27 SC-HYP-12 0.83 0.93 0.88
28 SC-N-09 0.87 0.97 0.92
29 SC-N-10 0.74 0.93 0.82
30 SC-N-11 0.75 0.98 0.85

Average 0.85 0.94 0.89
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for assuming that the ED phase is known and the slices 1, 2, . . . , N go from base to the apex, all

components of the system are fully automated.

For each of these 30 cases, the precision and recall between the set of ground truth Mgt and the

estimated Mest masks (for the whole volume) are reported in Table 7.4. These are computed for

the overlap of areas for EPI (pixels inside the epi contour), ENDO (pixels inside the endo contour),

and MYO (pixels in-between epi and endo contours), individually. The f-score is also reported for

convenience. Precision, recall and f-score are evaluated as follows:

Precision(P) =
Mgt ∩Mest

Mest

(7.4)

Recall(R) =
Mgt ∩Mest

Mgt

(7.5)

F − Score(F ) =
2 ∗ P ∗R
P +R

. (7.6)

The average f-scores for contour overlap are 0.80 for endo, 0.82 for epi, and 0.46 for myocardium.

The potential refinement of the unified deformable model can be seen in Figure 7.2 for the case

HC-HF-I-05, where POIC-AAM only estimates are compared with those that have been further

refined. We also show in Figure 7.3, the myocardial overlap masks for case SC-HF-I-09 (with

f-score - 0.91 for endo, 0.93 for epi, 0.64 for myo). These images have been color-coded to

show the True Positive (TP), False Positive (FP), False Negative (FN), and True Negative (TN)

myocardial labels obtained by overlaying the ground truth contours with the estimated contours.

The myocardial f-score is a good indicator of closeness between the estimated LV shape and the

ground truth LV shape. It can be very challenging to achieve a high MYO f-score due to the high

degree of accuracy expected of a segmentation system on the testing cases.

To further investigate the performance, we measure the region-wise (base, mid, apex) contour

overlap with respect to the ground truth contours (Recall). The average Recall for the base, mid

and apex regions are as follows: endo (0.91, 0.89, 0.77), epi (0.90, 0.91, 0.81), and myo (0.50,

0.56, 0.43). These scores show that our automated system performs better at the base and mid LV
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Table 7.4: Precision (P), Recall (R), and F-Score (F) for the LV contours

ENDO EPI MYO
ID Case P R F P R F P R F
1 SC-HF-I-05 0.81 0.88 0.84 0.81 0.89 0.85 0.55 0.63 0.59
2 SC-HF-I-06 0.98 0.86 0.92 0.99 0.83 0.90 0.72 0.55 0.62
3 SC-HF-I-07 0.96 0.69 0.80 0.98 0.64 0.77 0.30 0.17 0.22
4 SC-HF-I-08 0.97 0.84 0.90 0.96 0.89 0.92 0.62 0.64 0.63
5 SC-HF-NI-07 0.97 0.82 0.89 0.95 0.89 0.92 0.56 0.62 0.59
6 SC-HF-NI-11 0.77 0.84 0.80 0.77 0.88 0.83 0.52 0.65 0.58
7 SC-HF-NI-31 0.73 0.93 0.82 0.70 0.98 0.82 0.32 0.53 0.40
8 SC-HF-NI-33 0.84 0.80 0.82 0.85 0.84 0.85 0.52 0.54 0.53
9 SC-HYP-06 0.79 0.82 0.81 0.81 0.78 0.80 0.53 0.46 0.49
10 SC-HYP-07 0.60 0.97 0.74 0.71 0.97 0.82 0.35 0.38 0.37
11 SC-HYP-08 0.59 0.86 0.70 0.71 0.77 0.74 0.54 0.41 0.47
12 SC-HYP-37 0.50 0.90 0.64 0.64 0.79 0.71 0.47 0.37 0.42
13 SC-N-05 0.89 0.83 0.86 0.96 0.78 0.86 0.62 0.41 0.49
14 SC-N-06 0.70 0.89 0.78 0.69 0.96 0.80 0.39 0.61 0.48
15 SC-N-07 0.66 0.99 0.79 0.64 0.99 0.78 0.19 0.31 0.24
16 SC-HF-I-09 0.96 0.87 0.91 0.93 0.93 0.93 0.58 0.72 0.64
17 SC-HF-I-10 0.91 0.89 0.90 0.88 0.92 0.90 0.54 0.65 0.59
18 SC-HF-I-11 0.93 0.90 0.91 0.85 0.95 0.90 0.50 0.74 0.59
19 SC-HF-I-12 0.95 0.84 0.89 0.97 0.83 0.89 0.67 0.53 0.59
20 SC-HF-NI-12 0.92 0.90 0.91 0.88 0.96 0.92 0.52 0.69 0.59
21 SC-HF-NI-13 0.69 0.86 0.77 0.65 0.94 0.77 0.19 0.38 0.25
22 SC-HF-NI-14 0.52 0.85 0.65 0.57 0.85 0.68 0.36 0.48 0.41
23 SC-HF-NI-15 0.39 0.79 0.52 0.41 0.85 0.55 0.17 0.37 0.23
24 SC-HYP-09 0.58 0.95 0.72 0.52 0.96 0.68 0.21 0.47 0.29
25 SC-HYP-10 1.00 0.70 0.82 1.00 0.71 0.83 0.36 0.26 0.30
26 SC-HYP-11 0.42 0.95 0.59 0.50 0.97 0.66 0.25 0.40 0.31
27 SC-HYP-12 1.00 0.72 0.84 0.99 0.78 0.87 0.46 0.42 0.44
28 SC-N-09 0.86 0.94 0.90 0.84 0.95 0.89 0.59 0.73 0.65
29 SC-N-10 0.61 0.92 0.74 0.81 0.91 0.86 0.52 0.41 0.45
30 SC-N-11 0.70 0.97 0.81 0.80 0.95 0.87 0.46 0.44 0.45

Average 0.77 0.87 0.80 0.79 0.88 0.82 0.45 0.50 0.46
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Figure 7.2: POIC-AAM without and with refinement. Top 2 rows: POIC-AAM only. Bottom 2
rows: POIC-AAM + Refinement
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Figure 7.3: Overlap of ground truth and estimated myocardial pixels (MYO) across slices. TP
(yellow), FP (green), FN (red), and TN (black).

regions when compared to the apex region. Dice coefficients and Average Perpendicular Distance

(APD) [Radau et al., 2009] were also measured for the test cases. The dice coefficients were 0.87

and 0.89, and APD were 3.06 and 3.17 mm for endo and epi, respectively. Results by other works

(such as [Feng et al., 2013; Huang et al., 2009; Lu et al., 2013]) are either reported on private

databases or they include final averages for both ED and ES phases on the MICCAI database.

Since our method has been applied only to the ED phase, an objective comparison of the final

performance metrics will be hard.
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7.4 Automated Dynamic Reconstruction

This section describes the results for the automated statistical-deformable-model based 4D recon-

struction method proposed in Section 6.2. The CAP database consisting of cine MR images for 100

training and 95 validation cases was used to train and test the proposed unified variational method.

This database contains 4D consensus ground truth myocardium labels for the 100 training cases.

These training cases were used to build the statistical shape and appearance models for SIC-AAM.

The shape model is a 3D model (not 4D) which was trained by applying PCA (see Appendix B.3

for more details) to aligned 3D LV shapes from all phases of the cardiac cycle. For each of the

100 training cases, we used 10 3D LV shapes that were equally spaced across the cardiac cycle.

The endo and epi borders were sampled at equal distances in the clockwise direction, starting from

the anterior RV insertion point. Landmark correspondences were established across the slices and

frames using the symmetric nearest neighbor method [Papademetris et al., 2002] (for both space

and time) and the resulting shapes were aligned using Orthogonal Procrustes Analysis (OPA; see

Appendix B.2 for more details).

During the iterative Gauss-Newton procedure for model fitting, 8 non-rigid shape modes and 30

appearance modes were used. The weights used for the energy terms are α = 1 and γ = 10−2,

and the diagonal elements of B1 and B2 were all set to 0.05. Since the target volume Vtar is

unknown, the volume constraintEvol was turned off for the first run until convergence. The average

myocardium volume for all the converged shapes is used as the target volume in the second run.

Figure 7.4 shows the volume differences in the two runs for two cases. In the second run, the

volume difference across phases falls to very low values as compared to the differences in the first

run.

To speed up the convergence of model fitting, a multi-resolution approach is employed. Two

appearance models, one at full resolution and the other at half the resolution, were trained and

used during fitting. To fully automate the method, an initial guess for SIC-AAM was computed

using the HoG detector described in Chapter 5. Figures 7.5, 7.6, and 7.7 show results of the
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Figure 7.4: Volume Constraint
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Figure 7.5: Segmentation for Basal Slice
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Figure 7.6: Segmentation for Mid Slice
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Figure 7.7: Segmentation for Apical Slice
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Figure 7.8: 4D LV Reconstruction
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CAP Consensus
Fully Automated Method Precision Recall F-Score

no AO 0.82(0.12) 0.88(0.15) 0.85
no AU 0.91(0.13) 0.89(0.13) 0.89
no DS 0.74(0.15) 0.80(0.17) 0.77
yes SCR 0.87(0.16) 0.74(0.23) 0.79
yes Ours 0.64(0.15) 0.82(0.14) 0.72
yes INR 0.50(0.10) 0.89(0.17) 0.64

Table 7.5: Segmentation overlap for CAP data

method for basal, mid, and apical slices, respectively, from a test case. The figures contain every

other frame for each slice. Figure 7.8 shows the same results in 3D.

To measure the accuracy of the method, we compute the precision (7.4), recall (7.5), and f-score

(7.6) for the overlap between the set of ground truth Mgt and the estimated Mest myocardium

masks. Table 7.5 contains scores of our method along with the scores of other methods that have

been reported in [Suinesiaputra et al., 2014]. An f-score of 0.72 shows good agreement with the

consensus ground truth, and it is comparable to those of the other two automated methods, INR

[Margeta et al., 2012] and SCR [Jolly et al., 2012].

7.5 Summary

This chapter presented the experiments and performance analysis for our proposed detection and

reconstruction techniques. The unified deformable model was applied to statically reconstruct the

LV from cardiac cine MR images. The model was trained and tested on the MICCAI database and

it achieves a mean Dice coefficient and mean MPD of 0.86 and 3.65 mm, respectively. Next, the

proposed HoG based LV detector wasa trained and tested on both the MICCAI and CAP databases.

The f-score averages are 0.89 and 0.91 respectively. Next, the automated static reconstruction

technique using POIC-AAM and the unified model was trained and tested on the ED phase of the

MICCAI database. The average f-score for endo, epi, and myocardium overlap were 0.80, 0.82,

and 0.46, respectively. Finally, the automated variational technique for dynamic LV reconstruction
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using SIC-AAM and temporal constraints was trained and tested on the CAP database. The average

f-score for myocardium overlap across all the phases was 0.72.
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CHAPTER 8

Conclusion

We now summarize the key contributions of the thesis and discuss promising directions for future

research.

We have proposed a novel deformable model which combines a strong statistical prior learned from

manually-segmented training data with a finite element deformable skin. Our model is unique in

the sense that the statistical reference shape is embedded in its physical formulation and it evolves

simultaneously along with the pose and local displacement parameters, all under the influence of

external forces. The model is more generic in the sense that any kind of external forces (gradient,

inertial, or optical flow) can be applied without any change to the model’s formulation. Such

abstraction of external forces facilitates the design of image potential functions that influence the

shape of the model. For example, we can design a potential based on optical flow to change the

shape of the model according to the LV motion across phases in the images. The finite element

skin provides good local control over the smoothness of the surface, and by virtue of its ability to

evolve independently, it is able to assume shapes that may not have been captured by the learned

deformations of the statistical reference shape.

The survey by Petitjean and Dacher [2011] shows that either full automation has not been achieved

or that it is not addressed/reported by a majority of the methods in literature. Many methods

are semi-automated due to the unavailability of initial estimates for their models and, hence, they

require some form of user iteration, such as indicating the LV position in the image by clicking

in the middle of the blood pool or by drawing a circle around it. We addressed this crucial step

by proposing a HoG based LV detector for the cardiac cine MR volume. The estimates of LV
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position and scale obtained in this first step are used to initialize our model-based approaches to

automatically reconstruct the LV with as few assumptions of the images as possible.

A method to automate static LV reconstruction using a combination of POIC-AAM and our unified

model was proposed. While POIC-AAM fits to visual data using global appearance, the unified

model fits to visual data using local image features. The complimentary combination of the two

models provided the capability to capture the finer details present in visual data, while also paying

attention to global visual cues.

Many of the reported methods in the research literature address the static reconstruction of the

LV for just the ED and ES phases. It is hard for such methods to achieve temporally consistent

reconstructions. We proposed a fully automated method for 4D LV reconstruction using the SIC-

AAM statistical deformable model. The variational method incorporates temporal smoothness and

volume constraints to recover LV shape and motion in a consistent manner.

Most methods reported in the research literature for LV reconstruction have been tested on private

image databases [Suinesiaputra et al., 2014; Petitjean and Dacher, 2011] and, hence, an objective

way to compare the performance of these methods is precluded. In this thesis, the results of our

methods are reported for the publicly available MICCAI LV Segmentation Challenge and CAP

Consensus image databases. The LV detection and the LV segmentation f-scores of our proposed

methods show good agreement between the output of the automated system and the expert ground

truth.

8.1 Future Work

Building a fully automated system to produce highly precise/accurate LV reconstructions is chal-

lenging. Although much effort has been invested in this work to tackle the many sub-problems of

the system, there are some issues that we intend to address in future work.

Chapter 4 illustrated the benefits of adding local control to statistical deformable models. Both,
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deterministic and statistical modes of deformation contribute to the changes in shape as external

image based forces are applied. Currently, these forces are computed from local image features

that provide very good border accuracy for segmentation problems. One avenue that requires more

investigation is the incorporation of both local features and global appearance for the unified model

(instead of having separate models), so as to improve the border accuracy of statistical deformable

models, such as the AAM.

In our work, we did not investigate the cardiac cine MR acquisition and image formation processes

themselves. Instead, the focus was more on the analysis of images that have already been acquired.

The internal details of the acquisition process could reveal avenues for overcoming the challenges

(as discussed in Section 1.1.4) faced by model based shape reconstruction methods. For example,

if the contrast between the myocardium and outer organs (especially the lungs) can be enhanced

to clearly distinguish the different tissue types, then models such as the AAM (that rely on ap-

pearance) will do a better job at delineating the epicardium boundary. Therefore, such changes

to the acquisition process could prove to be conducive to improving the precision of model-based

methods.

Reconstructing the shape and motion of the LV from cardiac short-axis cine MR images alone is

a challenging problem. Due to the thickness of the slices and a gap of 8-10 mm between them, it

is hard, or perhaps impossible, to estimate the motion along the LV longitudinal axis (z-direction).

Tracking the valve plane and LV apex in long-axis images (4 chamber and 2 chamber) can help.

Although since only two slices are imaged for the long axes, they do not yield a complete 3D

volume that can be incorporated in appearance models. Moreover, the long-axis images can be

mis-registered with respect to the short-axis images, and hence algorithms that consider the appear-

ance from both short-axis and long-axis images could encounter misleading visual cues. Hence, a

separate preprocessing phase to register the long-axis images with the 3D volume (defined by the

short-axis images) is necessary. Having more long-axis slices along the cross-section of the LV

should be beneficial in building a more accurate 3D volume.

Another way to improve LV motion estimates could be to integrate wall motion and deformation
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information available in tagged MRI, with our current physics-based models. From our experience,

adding more priors on the shape, motion, and appearance to the models will be beneficial.

Finally, the HoG detector and the statistical models of shape and appearance have to be trained on

larger image sets so as to increase their generalization capabilities by incorporating more variations

as part of prior knowledge. More image databases with 4D expert ground truth labels should be

made available publicly. Currently, the CAP consensus database contains 100 patient volumes that

have 4D consensus ground truth. More such public databases will help in building better models

and more LV segmentation challenges will provide a better assessment of the state-of-the-art in

fully-automated methods.
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APPENDIX A

UniMR

The development of a fully automated shape reconstruction system requires a software infrastruc-

ture that facilitates easy access to some basic functions. UniMR is one such tool that we have

developed. Some of the main features of this tool are described below.

1. Visualization — UniMR can be used to visualize cardiac cine MR volumes, LV geometry,

LV bounding boxes, and myocardium boundary contours at multiple resolutions, as shown

in Figure A.1. It also enables the real-time visualization of fitting iterations for an LV re-

construction algorithm. The slices for a patient’s cine MR DICOM images are sequenced

and positioned according to the coordinate system defined in the DICOM headers. The vi-

sualization window enables mouse interaction for zooming and rotating the volume view.

Keyboard functionality enables the changing of slices/frames and the changing of image

brightness/contrast. For debugging purposes (or just for curiosity), UniMR can display fil-

tered MR volumes. As shown in Figure A.2, some of the filters are Canny edge, Gaussian

smoothing, gradient magnitude, and gradient magnitude of an image-gradient-based poten-

tial function. Similarly, HoG cells (Figure A.3(a)) and optical flow vectors (Figure A.3(b))

can also be visualized.

2. Prototyping — UniMR employs an object-oriented segmentation framework that facilitates

the easy plug-and-play of LV reconstruction method prototypes. Any new method can be

prototyped and incorporated easily into UniMR without having to worry about the details of

image volume and LV visualization. Several statistical and deterministic deformable-model-

based methods were developed using this abstract segmentation interface. If a method does

68



(a) Full Resolution

(b) Half Resolution

Figure A.1: UniMR interface to visualize cardiac MRI volume multi-resolution pyramids
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(a) Short-Axis MR image (b) Short-Axis MR image (blurred)

(c) Canny Edge (d) Gradient Magnitude

(e) Gradient Magnitude of a potential (f) Gradient Magnitude of a potential (blurred)

Figure A.2: UniMR Features
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(a) Histogram Of Oriented Gradients (HoG)

(b) Optical Flow

Figure A.3: UniMR Features (continued)
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not work (and some early prototypes did fail), then one can easily de-link it from the main

infrastructure.

3. Experiments — An LV reconstruction algorithm’s performance is tested using overlap and

surface positioning quantitative metrics such as precision, recall, dice, jaccard, and mean per-

pendicular distance. UniMR has functions that implement all these metrics. Training image

volumes and validation image volumes can be explicitly specified in XML files. Leave-one-

out validation can also be chosen. It supports the output of LV reconstruction algorithms

(bounding boxes, myocardium boundaries, phase info, etc.) in a custom XML file format.

UniMR is written in the C/C++ language for Mac OSX 10.11. It uses the Insight Toolkit (ITK)

[Johnson et al., 2013] for the low-level filtering/convolution operations and for loading DICOM

images. The QT Graphical User Interface API was used to develop the front end OpenGL-based vi-

sualization windows. External libraries Armadillo [Sanderson and Curtin, 2016], LibSVM [Chang

and Lin, 2011], and MLPack [Curtin et al., 2013] were incorporated for linear algebra, SVM, and

machine learning algorithms, respectively. Whenever possible, OpenMP was used to parallelize

tasks across multiple CPU cores.

In summary, UniMR enables the quick prototyping, performance analysis, and debugging of LV re-

construction algorithms, without having to worry about the details of volume loading, sequencing,

and visualization.
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APPENDIX B

Useful Mathematical Tools

The following sections briefly introduce some useful mathematical tools.

B.1 Singular Value Decomposition (SVD)

The Singular Value Decomposition (SVD) is a very useful matrix factorization that can provide

insights into the structure of a matrix. Let A ∈ Rm×n,A : Rn → Rm be a map that takes vectors

in Rn to vectors in Rm. The SVD of A is given by A =

[
U1 U2

]Σr 0

0 0


VT

1

VT
2

, where r is

the rank of A. Here,

• U1 ∈ Rm×r forms an orthonormal basis for the range of A;

• V1 ∈ Rn×r forms an orthonormal basis for the range of AT;

• Σr ∈ Rr×r is a diagonal matrix that contains the non-negative singular values sorted by

descending magnitude;

• U2 ∈ Rm×(m−r) forms an orthonormal basis for the null space of AT;

• V2 ∈ Rn×(n−r) forms an orthonormal basis for the null space of A.

The SVD is widely used in least-squares fitting problems (pseudoinverse) and in computing the

ranks, ranges, and null-spaces of matrices, and in computing low-rank matrix approximations.
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B.2 Orthogonal Procrustes Analysis (OPA)

Orthogonal Procrustes Analysis (OPA) is a procedure that is used to align two given shapes. OPA

finds an optimal rotation R ∈ R3×3 by performing an SVD of the inter-shape correlation matrix.

If x1 ∈ R3×p and x2 ∈ R3×p are vectors for two origin-centered shapes, then the OPA procedure

solves the following optimzation problem:

arg min
R

||Rx2 − x1||2F , (B.1)

whose solution is found by performing an SVD of the inter-shape correlation matrix to yield

x2x
T
1 = UΣVT. (B.2)

The optimal rotation matrix R is given by

R = V∆UT, (B.3)

where ∆ = diag([1, . . . , 1, det(VUT)]) ∈ R3×3.

B.3 Principal Components Analysis (PCA)

In modeling scenarios where data are assumed to be generated from a low-dimensional basis, PCA

is a technique that can be used for dimensionality reduction [Hastie et al., 2009]. It is an unsuper-

vised technique for building a generative model of the given data by fitting a hyper-ellipsoid. The

axes of the ellipsoid capture the uncorrelated (orthonormal) directions of maximum data variance,

and they help in restricting attention to those “principal” dimensions. In addition to providing a

low-rank basis, a reduced set of parameters for data models (built using PCA) can help in speeding

up iterative optimization algorithms [Cootes et al., 1998; Gopal et al., 2013; Gopal and Terzopou-

los, 2016].
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Let the columns of the data matrix D ∈ Rm×n represent a set of n data points in m-dimensional

space (assume m >> n). Computing the orthonormal maximum variance dimensions involves the

following steps:

1. Compute the mean x̄ ∈ Rm of the data points:

x̄ =
1

n

n∑
i=1

D[i],

where D[i] is the ith column of D.

2. Center the data:

X = D− x̄1T,

where 1 ∈ Rn is a vector of ones.

3. Compute covariance matrix A ∈ Rn×n:

A = XTX.

4. Since A is a symmetric positive semidefinite matrix, the SVD can be used to factorize A as

follows:

A = QΛQT,

where the diagonal elements of Λ = diag([λ1, λ2, ..., λn]) are the eigenvalues of A sorted in

descending order, and the columns of Q are the associated eigenvectors of A.

5. The principal components for the data in D are the eigenvectors of XXT. Therefore,

columns of the matrix XQ ∈ Rm×n form the n orthogonal principal components (although,

these have to be normalized) with the corresponding variances λ1, λ2, . . . , λn respectively.
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6. Select the top k principal components such that they account for p% of the variance; i.e.,

∑k
i=1 λi∑n
i=1 λi

× 100 ≥ p.

Usually, p is chosen in the range 90%–98%.

76



APPENDIX C

Unified Variational Method Formulation

This appendix provides more details about the formulation for the Unified Variational Method

developed in Section 6.2.

C.1 Warping in 3D

We use a fixed tessellation of the LV shape using tetrahedral elements. Given the rigid (qc,qθ) and

non-rigid (qs) shape parameters, we map every point x ∈ R3 in the base mesh volume s̄ to the

image volume I : R3 → R using a coordinate transform N : R3 → R3 defined as

N(x; qc,qθ,qs) = R(qθ)W(x; qs) + T(qc) (C.1)

where R is rotation transform, T is translation transform, and W is a piecewise affine warp.

The piecewise affine warp W(x; qs) : R3 → R3 maps x in the mean shape s̄ to a point W(x; qs)

inside the corresponding tetrahedron in the model shape s immersed in the test volume I . If

[p0
i ,p

0
j ,p

0
k,p

0
l ] ∈ R3 are the 4 vertices of a tetrahedron in the mean shape and [pi,pj,pk,pl] ∈ R3

are the vertices in the corresponding tetrahedron in the model shape, then the warp takes the form,

W(x; qs) = pi + α(pj − pi) + β(pk − pi) + γ(pl − pi), (C.2)
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where α, β, and γ are obtained from
α

β

γ

 =

[
(p0

j − p0
i ) (p0

k − p0
i ) (p0

l − p0
i )

]−1

(x− p0
i )

Since the tetrahedron vertices [pi,pj,pk,pl] in the model shape s are functions of the shape pa-

rameters qs, the warp Jacobian is given by

∂W

∂qs
=



∑
v

∂Wx

∂pvx

∂pvx
∂qs∑

v

∂Wy

∂pvy

∂pvy
∂qs∑

v

∂Wz

∂pvz

∂pvz
∂qs

 ∈ R
3×n, (C.3)

where we are summing over the v = i, j, k, l vertices, and where

∂Wx

∂pix
= 1− α− β − γ, ∂Wx

∂pjx
= α,

∂Wx

∂pkx
= β,

∂Wx

∂plx
= γ. (C.4)

The derivatives ∂pvx
∂qs

, ∂pvy
∂qs

, and ∂pvz
∂qs

are obtained from (6.6).

C.2 Rotation Parameterization

Due to its ease of use in iterative optimization schemes [Taylor and Kriegman, 1994], we choose the

exponential map parameterization exp : so(3)→ SO(3) for the rotation R(qθ) = exp(q∗θ)), where

so(3) = {ω∗ ∈ R3×3|ω ∈ R3} is the special orthogonal Lie algebra denoting the space of skew-

symmetric matrices. Due to the computation of parameter updates in an inverse compositional

approach in SIC [Matthews and Baker, 2004], the derivatives of the transform N with respect to
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qθ, qc, and qs are evaluated at q = 0 and they take the forms

∂N

qθ

∣∣∣∣∣
q=0

= [W(x; qs)|qs=0]∗ = [x]∗; (C.5)

∂N

qc

∣∣∣∣∣
q=0

= I ∈ R3×3 Identitymatrix; (C.6)

∂N

qs

∣∣∣∣∣
q=0

=
∂N

∂W

∣∣∣∣∣
q=0

∂W

∂qs

∣∣∣∣∣
q=0

= R(0)
∂W

∂qs

∣∣∣∣∣
q=0

=
∂W

∂qs

∣∣∣∣∣
q=0

. (C.7)

C.3 Incompressibility Constraint

If pi,pj,pk and pl are the 4 vertices of a tetrahedron in the model shape s, then its volume is given

by

V =
1

6
det

[
(pj − pi) (pk − pi) (pl − pi),

]
(C.8)

and since its vertices are functions of qs, the derivative ∂V
qs

can be found from the above expression.

C.4 Euler-Lagrange Equations

Assuming we have an initial estimate at q(t), we perform a first-order Taylor’s expansion of each

of the terms inside the energy functional

E(q(t) + r(t)) =

∫
T
αEdata(q(t) + r(t)) +Esmooth(q(t) + r(t)) + γEvol(q(t) + r(t)) dt, (C.9)

where if q = [qTc qTθ qTs qTa ]T , then r = [∆qTc ∆qTθ ∆qTs ∆qTa ]T . The Euler-Lagrange equation for

the above functional with respect to r(t) is given by

∂L
∂r
− d

dt

∂L
∂rt

+
d

dt2
∂L
∂rtt

= 0, where rt =
∂r(t)

∂t
and rtt =

∂2r(t)

∂t2
. (C.10)
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This gives us an ODE of the following form:

Ar = b, (C.11)

where

A = α
∑
x

(
M(x)M(x)T

)
+ γ
(∑

i

∇Vi(q)
)(∑

i

∇Vi(q)
)T
,

and

b = B1rtt −B2rtttt

−α
(∑

x

(
ā(x) + Pa(x)qa − I(N(x; qc,qθ,qs))

)
M(x)

)
−γ
(∑

i

Vi(q)− Vtar
)∑

i

∇Vi(q)

with

M(x) =

[(
∇ā(x) +∇Pa(x)qa

)(∂N

∂qc
,
∂N

∂qθ
,
∂W

∂qs

)
,Pa(1)(x), ...,Pa(m)(x)

]T
,

where Pa(i) refers to the ith column of Pa.

We discretize the above ODE by using 2nd-order accurate finite differences for the 2nd-order and

4th-order terms:

rtt =
r

(t+1)
(K−1) − 2r

(t)
(K) + r

(t−1)
(K−1)

12
,

rtttt =
r

(t+2)
(K−1) − 4r

(t+1)
(K−1) + 6r

(t)
(K) − 4r

(t−1)
(K−1) + r

(t−2)
(K−1)

14
,

where K and K − 1 refer to iterations.

The coordinate transform N involves a piecewise affine warp that does not form a group. Hence,

we employ the following approximation to update the parameters q(t) = [qTc qTθ qTs qTa ]T with
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r(t) = [∆qTc ∆qTθ ∆qTs ∆qTa ]T at every iteration:

R(qθ) = R(qθ)R(∆qθ);

T(qc) = R(qθ)T(∆qc) + T(qc) =⇒ qc = R(qθ)∆qc + qc;

W(x; qs) ← W(x; qs) ◦W(x; ∆qs)
−1;

qa = qa + ∆qa.
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