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Abstract

Given data strean® = {p1,p2,...,pm} Of sizem of numbers from
{1,...,n}, the frequency of is defined asf;, = |{j : p; = i}|. Thek-
th frequency momendf D is defined as, = >, f¥. We consider the
problem of approximating frequency moments in insertioh¢atreams for
k > 3. For any constant we show anO(n!~2/* log(n)log'® (n)) upper
bound on the space complexity of the problem. Hexg (n) is the it-
erativelog function. To simplify the presentation, we make the follogi
assumptionsn andm are polynomially far; approximation errerand pa-
rameterk are constants. We observe a natural bijection betweems¢raad
special matrices. Our main technical contribution is a naiferm sampling
method on matrices. We call our methog@iek-and-drop samplingt sam-
ples a heavy element (i.e., elementith frequency(F})) with probability
Q(1/n'~2/F) and gives approximatiofy > (1 — ¢) f;. In addition, the esti-
mations never exceed the real values, thdt isc f; forall j. As a result, we
reduce the space complexity of finding a heavy elemeéX(id' —2/* log(n))
bits. We apply our method of recursive sketches and resé/problem with
O(n*~%/*1og(n)log'® (n)) bits.
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1 Introduction

Given a sequenc® = {p1,p2,...,pm} Of sizem of numbers from{1,... n}, a
frequency ofi is defined as

fi=WJj:p; =i}l 1)

The k-th frequency momemdf D is defined as
Fp=Y_fF. )
=1

The problem of approximating frequency moments in one pass O and
using sublinear space has been introduced in the award-winning paper of, Alon
Matias and Szegedy[[1]. In particular, they observed aistrildifference be-
tween “small” and “large” values of: it is possible to approximatéy, k& < 2
in polylogarithmic space, but polynomial space is requindtenk > 2. Since
1996, approximatingFy, has become one of the most inspiring problems in the the-
ory of data streams. The incomplete list of papers on frequemoments include
[18,[13/3[8] 4, 19,10, 11, 12,114,/17) 24, 6,122/ 23, 26, 28,/H) 2/ 15, 18, 30, 21]
and references therein. We omit the detailed history of tieblpm and refer a
reader to[[25, 29] for overviews.

In this paper we consider the case wher> 3. In their breakthrough paper
Indyk and Woodruff[[19] gave the first solution that is optinug to a polyloga-
rithmic factor. Numerous improvements were proposed irldter years (see the
references above) and the latest bounds are due to Andanith{ramer and Onak
[2] and Ganguly[[15]. The latest bound by Ganguly|[15] is

O(K2e 20" =% B(p, n) log(n) log(nmM)/ min(log(n), €*/*=2))

where,E(k,n) = (1-2/k)~ ' (1—n~*(1=2/k)_ This bound is roughly) (n'=2/* log?(n))
for constant, k. The best known lower bound for insertion-only streantg(is' ~2/%),
due to Chakrabarti, Khot and Sun [8].

We consider the problem of approximating frequency momantasertion-
only streams fok > 3. For any constantwe show arO(n! =2/ log(n) log\® (n))
upper bound on the space complexity of the problem. Iﬁg@ (n) is the iterative
log function. To simplify the presentation, we make the follogriassumptionsi
andm are polynomially far; approximation errerand parametek are constants.
We observe a natural bijection between streams and speataices. Our main
technical contribution is a non-uniform sampling methodmatrices. We call
our method gick-and-drop samplingit samples a heavy element (i.e., element



i with frequencyQ(F})) with probability Q(1/n'~%/%) and gives approximation

fi > (1 — ¢)f;. In addition, the estimations never exceed the real vathes,is

fj < f; forall j. As a result, we reduce the space complexity of finding a heavy
element toO (n'~%/* log(n)) bits. We apply our method of recursive sketchiés [6]
and resolve the problem with (n' =2/ log(n) log(®) (n)) bits. We do not try to
optimize the space complexity as a functioreof

Overview of Main Ideas

Pick-and-drop sampling has been inspired by a very natewfsdaor of children.
We observed the following pattern: a child picks a toy, byigllays with it, then
drops the toy and picks a new one. This pattern is repeatddhenthild picks the
favorite toy and keeps it for a long time. Indeed, childremali@p algorithms for
selectivity [27].
To illustrate the pick-and-drop method by example, assumért = r *x t

wherer = [n'/*] and consider x ¢ matrix M with entriesm; ; = Pr(i—1)+j- FOr
m < n we aim to solve the following promise problem with probaiii/3:

e Casel: all frequencies are either zero or one.

e Case2: z appears in every row af/ exactly once (thug, = r). All other
frequencies are either zero or one.

Consider the following sampling method. Picki.d. random numbers;, ..., I,
where I; is uniformly distributed on{1,2,...,¢t}. Foreachi = 1...r —1 we
check if there is a duplicate af; 7, in the row: + 1. If the duplicate is found then
we output “Case” and stop; otherwise we repeat the testfoer 1. That is, the
i-th sample is “dropped,” and thg + 1)-th sample is “picked”. We repeat this
experiment!’ times independently and output “Caskif no duplicate is found.
Note that if the input represents Calsthen our method will always output “Case
1" Consider Case and observe that ifn; ;, = 2z then our method will output
“Case?”. Indeed, since: appears in every row, the duplicate ofvill be found.
The probability to misg entirely is

rT
= o

Recall thatm < n,m = rt,r = [n'/¥]. If T = O(n'~2/) with sufficiently large
constant then the probability of err@®) is smaller thanl /3. We conclude that
our promise problem can be resolved wilin'~2/* log(n)) space. Note how our
solution depends on In general, the matrix should be carefully chosen.



Unfortunately the distribution of the frequent element lre tstream can be
arbitrary. Also our algorithm must recognize “noisy” fremcies that are large
but negligible. Clearly, the sampling must be more intechut, luckily, not by
much. In particular, the following method works. We intredua local counter
for each sample that counts the number of timgg, appears in the suffix of the
i-th row (this counting method is used in [1] for the entireean). We maintain
a global sample (and a global counter) as functions of tha lemmples and coun-
ters. Initially the global sample is the local sample of thistfiow. Under certain
conditions, the global sample can be “dropped.” If this is tase then the local
sample of the current row is “picked” and becomes the newajlehmple. The
global sample is “dropped” when the local counter exceedgtbbal one. Also,
the global sample is dropped if the global counter does raw gast enough. We
use function\q where) is a parameter anglis the number of rows that the global
counter survived. If the global counter is smaller thatrthen the global sample is
“dropped.”

In our analysis we concentrate on the case whé&nthe heavy element, but
it is possible to repeat our arguments for @anyOur main technical contribution
is Theoreni 211 that claims thatwill be outputted with probabilityQ(f—tl) for
sufficiently largef,. Interestingly, Theorerh 2.1 holds for arbitrary distribus
of frequencies. In Theorem 3.6 we show that there exist\ such that a bound
similar to (8]) holds. We combine our new method with [6] and obtain our main
result in Theorerh 318.

2 Pick-and-Drop Sampling

Let M be a matrix withr rows andt columns and with entriesy; ; € [n]. For
i€[r],j € [t],l € [n] define:

dij=Wj" 7 <j <tymijo=mi ), (4)
fri=WHj €[t]:mi; =1}, (5)

Ji= U@, 7) :msj =1}, (6)
Fk:ZflkaGk:Fk_ff- (7)

=1
Note that there is a bijection betweerx ¢ matricesM and streams of size

r x t with elementg;.; = m; ; where the definitiong2), (1) and (@), (7)) define
equivalent frequency vectors for a matrix and the corredponstream. W.l.0.g,



we will consider streams of sizex ¢ for somer, t and will interchange the notions
of a stream and its corresponding matrix.
Let {/;};_, beii.d. random variables with uniform distribution @ Define for
1=1,...,r:

si=mjr, ¢ =d;], (8)

Let A be a parameter. Define the following recurrent random veagab

S1=5,Ci=c,q1 =1 9
Also (fori =2,...7)if
(Ci—l < max{)\qi_l, Cl}) (10)
then define
Si=5i,C; = ¢i,q; = 1, (11)
otherwise, define
Si=5i-1.Ci =Ci—1 + fs,i:@i = qi—1 + 1 (12)

Theorem 2.1. Let M be ar x ¢t matrix. There exist absolute constantss such
that if

a()\r+%+%) < f1 < Bt (13)
then
P(S, =1)> ﬁ (14)

— 2t
Proof. DenoteQ = {(i,7) : m; ; = 1}. For (i, j) € Q define

T; ;= (A;;UB;; UH,;), (15)
where fori > 1:
Aij=((Ciz1 2 dij) N (Si1 # 1)), (16)

fori < r:

r h—1
B; ;= ( U (dz’,j + Z fiu < Ch)) ; 17)

h=i+1 u=i+1

r h—1
H;; = ( U (di,j + Z Jfru < (h— ZM)) ; (18)

h=i+1 u=i+1



andA, ; = B,; = H,; = (). We have
(si=1)N(Sic1 #1)NAi) S ((si=1)N(Cim1 <)) C

(Si=1)Nn(g=1)). (19)
Consider the case whef) = 1 andg; = 1 and

h—1

dir, + Y fru > max(A(h —i),cp)
u=i+1

for all h > i. In this caseS), will be defined by([12)) and not by(ITl); in particular,
Sy, = S; = 1. Therefore,

T

((Si=1)N (e =1)NBir, N Hyp,) € ([)(Sh = 1)) (20)
h=i

DefineVy = ((s1 = 1)NT1,1,) and, fori > 1, V; = ((s; = 1)N(Si—1 # 1)NT; 1,).
If follows from (2)), (20) that, for anyi € [r]:

Vi C (S, =1), (21)
VinV; =0. (22)
Thus,
Y P(V;) =P (U Vi) < P(S, = 1). (23)
i=1
For anyi > 1:
P(V;) > P((si = 1) NT;1,) — Psi = Sio1 = 1)
Also,
S P(si=8i1=1) <> P((si = 1) N (Upga(sn = 1)) <
=2 =2
- o (N1 2
O Plsi=1))" = (%
=1

For any fixed(i,j) € @ eventsl; = j andT;; are independent. Indeedl;
is defined by{S;_1,C;_1} that, in turn, is defined byI,...,I;_1}. Similarly,
B; ; is defined by{/;11,...,I,}. Note thatH, ; is a deterministic event. By
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definition, {I1,...,l;—1, Ii41,..., 1.} are independent of;; thus eventl; = j
andT;; = (A;; U B; ; U H; ;) are independent. Thus,

Y Psi=0)NTi)= Y P(Li=j)NTiy) =

i=1 (4,4)€Q
. 1
> P =j)P(T;;) = 7 > P(Ty). (24)
(i.4)€Q (i,)€Q
Thus,
P, =1)>2 3 Py - <ﬁ>2
T 4 " t)
(4.5)eQ
Lemmd 2.2 implies thaz(m.)eQ P(T; ;) > 0.8f1. Thusif 3 < 0.3 then:
N fiy N1
=1)> =08 — =) > =—.
Here we only use the second part(@B]). The first part is used in the proof of
LemmdZ.2. O

Lemma 2.2. There exist absolute constantss such that(I3]) implies

Y P(T;;) > 08fi.
(i,)€Q
It follows from Lemmad 219, 217, 2.114 and the union bound thare exists at
least0.97 f; pairs(i,j) € @ such thatP(A;; U B; ; U H; j) < 0.02. Recall that
T;; = (Ai; U B; ; U H; ), the lemma follows.

2.1 Events of typeA

For(i,5) € @ s.t.i > 1 and forl > 1 define:

Yl’(ivﬂ =1a;;1s,1=1);

Y= Z Y (i.5)s
Jelt,(i,5)eQ

T
Y=Y Y,
=2
n
Y =>Y,
=2



Fact2.3. C; < fs,. Also, ifg; = 1thenC; < fg, ;.

Proof. Follows directly from(I1]), (I2)). It is sufficient to prove that, for any,
there exists a sef); such thatC; = |Q;| and simultaneously); is a subset of
{(@,j) : my; = S;,7' < i}. We prove the above claim by induction onFor

i = 1 the claim is true since we can defigg = {(1,5) : 7 > I}. Fori > 2
the description of the algorithm implies the following. ¢if = 1 then we can put
Qi = {(i,j) : j = Li}. If ¢ > 1then definel; = Q;—1 U {(i,j) : mi; = Si}.
Note that in this cas®; = S;_1. The second part follows from the description of
the algorithms: ifp; = 1 thenC; = ¢;, S; = s; ande; = d; 1,(8:) < f,.i- O

Fact 2.4.
1 Yi,i < f17
2. Ifgi1=1thenY;; < f1; 1.
Proof. Let (i,j) € Q be such that,; ; > f;; then:

Yl,(ivj) = 1(Ci712di,j)1(si—1:l) = 1(flzci—1)1(Ci712di,j)1(si—1:l)'
We use Fadt 2]3 for the last equality. Thiig; ;) = 0. Definition of d; ; implies
Hj:(i,7) € Q,di; < fi}| < fi forany fixedi andi. Thus,
Y= Z Yii5) < fi-
Jelt,(@5)€eQ

Part2 following by repeating the above arguments and using thergestatement
of Fact2.3. O

Definition 2.5. Letl < r; <ry <randl € [n]. Call a pair [r1,r2] anl-epoch if
Vi:Tl,...,Tgt Si:l,
and
Iry = Qo1 = 1,
and
Vi=ri+1,...,r2: ¢i=¢q1+1
Lemma 2.6. Let[rq, ro] be ani-epoch. Ifry > 71 then

ro—1

1
rz—r <y > S

=7



Proof. First, observe tha#,,_; = ro — r;. Second,g; > 1 implies thats; is
defined by(I2]) and not by(IT]) for all r; < i < 7. In particular,C,, < f;,, and
forry < i <rywe haveC; = C;_1 + fi;. Thus,

ro—1

Cry—1 < Z Jui-

1=r1
Third, Cy,—1 > Agy,—1 Since(0) must be false fof = ro. Therefore,

ro—1

1 1
T2 =T = Qry—1 < XCTQ—I =5 Z i

i=r1

2
Lemma2.7.Y; < le + fi.

Proof. Observe that the s¢t : .S; = [} is a collection of disjoint-epochs. Recall
thaty; = "', Y}, andY;; is non-zero only ifS;_; is equal tol. Thus we can

rewriteY; as:
ro+1
i- > (S

(r1,m2)is an l-epoch \i=r1+1

For any epoch such that > r; we have by Lemmds 2.4 ahd R.6:

ro f ro—1
l
Y Vi< (ra-r)fi < 5y > S
i=r1+1 =71

Since all epochs are disjoint we have

ro+1
Y, = > ( > Yl> + > Vippt1 =
(r1=r2)

(r1<rz)is an l-epoch \i=r1+1 is an l-epoch

T2
Z < Z YM> + Z Yiry+1 <
(r1,r2)

(r1<r2)is an l-epoch \i=r1+1 is an l-epoch

-1
Ji s
5\ > M i + > Jirar1 <

(r1<r2)is an l-epoch \i=r1 (r1,r2)is an l-epoch
i

T—i—fl'



Lemma 2.8. P(Y; > 0) < 4L

Proof. Sincel; are independent ari< sz < 1 we can apply Fa¢t 2.10:

POy (mir, # 1) = [[(1 - 24y > 1 - &),

. t
=1
Thus,
P(Y; > 0) < P(Ui_y(mi 1, = 1)) < . (25)
O

Lemma 2.9. There exists an absolute constarguch that[I3]) implies thatP(A; ;) <
0.01 for at least0.99 f1 pairs (i, j) € Q.

Proof. ¢From Lemmads 2.7, 2.8:

2

B < L0y g,

H~|kh

Go
BY) <2422
Z Z—At+t

If follows that 3 ; ;e 14,, = Y. Recall that by(I3)):

Q= hz o e Ry zan( Y 14,

Fact[2.11 implies that there exists an absolute congtanich that the lemma is
true. O

The following fact is a well known. For completeness we pnesiee proof.
Fact 2.10. Letag, . . ., «, be real numbers if0, 1]. Then

H(l—al )>1—( Zaz

i=1

Proof. If 7, o; > 1then

s s

H(l—ai)ZOZ

i=1 =1

M
|
(]
2

10



Thus we can assume that,_, a; < 1. We will prove the claim by induction on.
Forr =2 we obtain(l—al)(l—ag) (1—0[1—0421’4—0&10[2) (1 a1 — 012).
Forr > 2, we have, by induction,

H(l—al ) > (1 - Zal 1—a) 21— (> ).
i=1

i=1

O
Fact 2.11.Let X4, ..., X, be a sequence of indicator random variables. Eet
{i: P(X;=1) <v}. HEQ, Xi) < puthen|S| > (1 - £)u.
Proof. Indeed,
,uu>ZP 1) >v(u—19)).
¢S
O

2.2 Events of typeB

For(i,j) € QletZ; ;) = 1p, ;. LetZ = 3, e Z(i,j)- We use arguments that
are similar to the ones from the previous section. To stiessimilarity we abuse
the notation and denote By, (; ;) the indicator of the eventthat> i+ 1, s, =1

and
h—1
(dz’,j+ > f1,u> < ch.

u=i+1
DefineY, . = >~ jyeq Yin(ij)y Y1 = 2he1 Yin

Fact2.12.Y, < f;.

Proof. Repeating the arguments from Fact|2.4 we hayk,, —; < f;, and thus
Yin < fin O
Fact 2.13. P(Y; > 0) < L.

Proof. The proof is identical to the proof of Lemrha P.8. O
Lemma 2.14. There exist absolute constantsg such that[L3]) implies thatP(B; ;) <
0.01 for at least0.99 f1 pairs (i, j) € Q.

Proof. DenoteY = >, ¥;. If follows thatZ <Y andE(Z) < E(Y). By Facts
[2.13 and 2.72 if follows thak'(Y;) < f—l2. Thus by([13):

F:
Bz <By) < 2=y 1l cwypp
We repeat the arguments from Lemimad 2.9. O

11



2.3 Events of typeH

Definition 2.15. LetU = {uy,...,u;} andW = {w,...,w;} be two sequences
of non-negative integers. Lét j) be a pair such that < i < tandl < j < u;.
Denote(i, j) as aloosingpair (w.r.t. sequence, W) if there existsh,i < h <t
such that:

Denote any pair that is not a loosing pair as ax@nning pair.

In this section we consider the following pdi/, W) of sequences. Far=
1,...,r letu; = fl,i andw; = A.

Fact 2.16. If (i, j) is a winning pair w.r.t.(U, W) then H; ;; does not occur where
j/ is such thatmm-/ =1 anddm-/ = f17i -7+ 1

Proof. By Definition[2.15, for every < h < r:

h h
_j+zul22wl- (26)
=i =i

SinceX), w; = (h—i+1)Aandd; jy = f1,—j+1 we have for every < h < r:

h h
d; jo + Z dii=fir—J+1+ Z fii=
l=i+1 I=i+1
h h h
ALY w = =i+ > w =Y w=(h—i+ 1A
=i =i =i
Substituteh by h — 1 (for A > 4):

h—1
dijo+ Y dig > (h—i)\
I=i+1

ThusH; ; does not occur, byTg]). O

Lemma 2.17. There exists an absolute constansuch that{L3]) implies thatH; ;
does not occur for at lea$t99 f1 pairs (i,5) € W.

12



Proof. By Lemmd2.20 there exist at least

T

> (ui = wy)

i=1

winning pairs(i, j) w.r.t. the(U,W). Also, Y/ u;, = Y . 4 fi;, = fi and
>oi_yw; = Ar. Thus there exist at leagi — \r winning pairs(i, j) w.r.t. the
(U, W). In the statement of Falct 2116 the mapping frpto ;' is a bijection; thus
there exist at leasf; — Ar pairs(i, j') s.t. m; = 1 and H; j» does not occur. By
(I3) we havef; > alr and the lemma follows. m

Definition 2.18. LetU = {uq,...,us} andW = {wy,...,w;} be two sequences
of non-negative integers. Lét< h < t. LetU’, W’ be two sequences of size h
defined by, = w1y, ¢; = w;p fori =1,...,¢t — h. DenoteU’, W’ as h-tail of
the sequences, V.

Fact 2.19. If (¢,7) is a winning pair w.r.t. h-tail of U, W then (i + h,j) is a
winning pair w.r.t.U, W. If (i, j) is a winning pair w.r.t.h-tail of U, W then(, j)
is a winning pair w.r.t.U, W.

Proof. Follows directly from Definition§ 2.15 arid 2]18. O

Lemma 2.20. If 3!, (us — ws) > 0 then there exist at least’_, (us — w)
winning pairs.

Proof. We use induction on. Fort = 1, any pair(1,j) is winning if 1 < j <
uy — wi. Considert > 1 and apply the following case analysis.

1. Assume that there exi$t< h < t such thatzgzl(us —ws) < 0. Con-
sider theh-tail of U, 1. By induction and by Fa¢t 2.19, there exist at least

S i (us —ws) > S0 (ug — w,) winning pairs w.r.tU, W,

2. Assume thatl,u;) is a winning pair; it follows thai1,5), j < u; is a
winning pair as well. Ifzzzz(us — wg) > 0 then, by induction and by Fact
219, there exist at least’_,(us — ws) winning pairs of the form(i, j)
wherei > 1. In total there are; + 3.0 _,(us — ws) > S04 (us — wy)
winning pairs w.r.tU, W. The case whel " _, (us — ws) < 0 is trivial.

3. Assume thatl), (2) do not hold. Theni; > 0. Indeed otherwise; —w; <
0 and thug(1) is true. Also(1,1) is a winning pair. Indeed, otherwise there
existsl < h < tsuch that—1+Z?:1(ui—wi) < 0. Allnumbers are integers
thuszﬁzl(ui —w;) < 0and(1) is true. Thug(1,1) is a winning pair and

13



(1,u1) is not a winning pair (by2)). Therefore there exidt < u < w; such
that(1,u— 1) is a winning pair and1, «) is not a winning pair. In particular,
there existd < h < ¢ such that

On the other handll, v — 1) is a winning pair thus

h
0< I—U—I-Z(us—ws).
s=1

All numbers are integers and thus we conclude that
h

Z(us —ws) =u—1.
s=1
Consider théi-tail of U, W. By induction, there exists at least
t t
37 (i —wi) = 3 (s —wi) — (u—1)
i=h+1 =1

winning pairs w.r.t. théi-tail of U, W. By Fact2.19 there exist at least as
many winning pairs w.r.t/, W of the form(i, j) wherei > 1. By properties
of u there exist additionglu — 1) winning pairs of the forn{1, j),j < u—1.
Summing up we obtain the fact.

]
3 The Streaming Algorithm
Fact 3.1. Letvy,...,v, be a sequence of non-negative numbers ané let 2.
Then
n (k—1) n n (k—2)
=1 i=1 =1
Proof. Define\; = <. Sinceg(z) = xF~1is convex on the intervdD, oo)
j=1"J
we can apply Jensen’s inequality and obtain:
n k—1) n n n k
O v2>< (1) (h-1)y _ Tie
== - = Aiv; < Aiv; =5
< D=1 Vi (; ) (Zz:; ) D im1 Vi
]

14



Let D be a stream. Define

el SF 83
L Tk 5 _9l05log(¥)] 4 | ZTL — (22
=" 5= =2 A= |25 e
where we usé2) to defineF}. We will make the following assumptions:

f1 §0.1F1, tﬁFl, Fl( mod t):O (28)

Then it is possible to define a matrixrax t matrix M, wherer = F; /t and with
entrieSmi,j = Dir+j-

Fact3.2.1 < § < 2n(k—1)/2k
Proof. Indeed,G; < G,lﬂ/knl—l/’f by Holder inequality and sincg; < 0.1F; by
([28]) we havey > 0.5; thus,[0.51log, (1) ] > 0 and the lower bound follows. Also,

Fkl/lC is the L;, norm for the frequency vector since since all frequenciesnan-
negative. Sincé;, < L, we conclude that < n'~'/* and the fact follows. [

Observe that there exists a frequency vector with O(1): put f; = 1 for all
i € [n]. Atthe same time there exists a vector wite- Q(n*=1/2k): put f; = n
andf; = 1for j > 2. Itis not hard to see that &¥is sufficiently large then a naive
sampling method will find a heavy element. For example, inldtier case, the
heavy element occupies half of the stream.

Fact3.3. \r < 4G}/".

Proof. Recall thatF; = rt. The fact follows from the definitions of and¢t. O

Fact 3.4. o
2 1/k
T =G
Proof. Definea = % We have by Holder inequality:
20 2 e k3
GS < GFn=®) = G (29)
Also, by Faci3.1L
k=1 _1 1
Gy “=G"7 <G"YGE. (30)
Thus,
eI
% o1\ 1/2
1B GFn % 1
k k _ k
S =G},
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G 1/k
Fact3.5. 32 < G,/".

Proof. By Holder inequality,
Gs < GY/Fpl=G/k), (31)
Thus
Gy nlt/RG, n2—(2/k)G2/’f Lk

huli < <a/"
Mt F254  —  Fl4 Tk

O

Theorem 3.6. Let M be ar x ¢t matrix such that27)) is true. Then there exist
absolute constants, 5 such that

oG/" < f1 < pt (32)
imply
5
P(S, =1) > onl—(2/k) (33)
Proof. By (82]) and Facts 31%, 3.4, 3.3:
Gs Gy
— 4+ )< fi < Bt
6o Ar + SV )< fi<pBt

Also, [27) implies f1 /t > ——%7. Thus,(33) follows from Theoreni 2]1. O
Algorithm[1 describes our implementation of the pick-amdpdsampling.

Theorem 3.7. Denotef/" > 100", f; as aheavyelement. There exist a (con-

structive) algorithm that makes one pass over the streanuaesD (n'~%/* log(n))
bits. The algorithm outputs a paiti, f;) such thatf; < f; with probability 1. If
there exists a heavy elemefitthen also with constant probability the algorithm
will output (i, f;) such that(1 — ¢) f; < fi.

Proof. Definet as in(21). W.l.0.g., we can assume that is divisible byt¢. Note
that if ¢ > Fy or f; > 0.1F; then it is possible to find a heavy element with
O(nl‘z/ *) bits by existing methods such as [9]. Otherwise, a stréadefines a
matrix M for which we computeD(n'~2/% /§) independent pick-and-drop sam-
ples. Since we do not know the value ®fve should repeat the experiment for
all possible values of. Output the element with the maximum frequency. With
constant probability the output of the pick-and-drop sangplvill include a(1 —e)
approximation of the frequency;. Thus, there will be no othef; that can give

16



Algorithm 1 P&D (M, r,t, \)
Generate i.i.d. r.v{I;};_; with uniform distribution ort].

S1=myp,
Cy =dun,
q1 = 1.

fori=2—rdo
computes; = m; 1,,¢; = d; 1,
if (Oi—l < max{/\qi_l, Cz}) then

Si = s;,
Ci = Cq,
g =1
else
Si = Si—1,
Ci =Ci + fs,1,
¢ =qi—1+1
end if
end for

Output (S, Cr).

a larger approximation and replace a heavy element. Thedptae will define
geometric series that sums@n'=2/* log(n)).

If we know F; ahead of time then we can compute the valug &r any
possibled and thus solve the problem in one pass. However, one can $tatw t
the well-known doubling technique (when we double our patam each time
the size of the stream doubles) will work in our case and tmespass is sufficient
even without knowingF; . O

Recall that in[[6] we developed a method of recursive sketatith the following
property: given an algorithm that finds a heavy element aed agemory.(n), it
is possible to solve the frequency moment problem in sgagen) log(® (n)). In
[6] we applied recursive sketches with the method of Chaekal. [9]. Thus, we
can replace the method from [9] with Theorem] 3.7 and obtain:

Theorem 3.8.Lete andk be constants. There exists a (constructive) algorithm that
computeg1 + ¢)-approximation ofF},, usesO(n'~%/* log(n)log(® (n)) memory
bits, makes one pass and errs with probability at mgst
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