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Abstract. We consider the problem of reconstructing a shared secret in
the presence of faulty shares, with unconditional security. We require that
any t shares give no information on the shared secret, and reconstruction
is possible even if up to t out of the n shares are incorrect. The interesting
setting is n/3 <t < n/2, where reconstruction of a shared secret in the
presence of faulty shares is possible, but only with an increase in the share
size, and only if one admits a small failure probability. The goal of this
work is to minimize this overhead in the share size. Known schemes either
have a §2(kn)-overhead in share size, where x is the security parameter,
or they have a close-to-optimal overhead of order O(k + n) but have an
exponential running time (in n).

In this paper, we propose a new scheme that has a close-to-optimal over-
head in the share size of order O(k +n), and a polynomial running time.
Interestingly, the shares in our new scheme are prepared in the very same
way as in the well-known scheme by Rabin and Ben-Or, which relies on
message authentication, but we use a message authentication code with
short tags and keys and with correspondingly weak security. The short
tags and keys give us the required saving in the share size. Surprisingly,
we can compensate for the weakened security of the authentication and
achieve an exponentially small (in x) failure probability by means of a
more sophisticated reconstruction procedure.

1 Introduction

BACKGROUND. Secret sharing, invented independently by Shamir [18] and Blak-
ley [2] in 1979, is a fundamental cryptographic primitive that has found numerous
applications. In its basic form, it permits a dealer to share a secret s among a set
of n players in such a way that: (1) up to ¢ of the players learn no information
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on s by means of their shares, and (2) any ¢ + 1 of the players can (efficiently)
recover s from their shares. The most famous example, Shamir’s secret sharing
scheme, works by choosing a random polynomial f(X) € F[X] of degree at most
t with s as constant coefficient (assuming that s comes from a finite field ), and
the n shares are computed as sy = f(z1),...,8, = f(x,) for publicly known
pairwise-distinct non-vanishing interpolation points 1, ..., x,. Properties (1)
and (2) follow easily from Lagrange’s interpolation theorem.

In its basic form, secret sharing assumes the players to be honest and to pro-
vide the correct shares when asked. However, in cryptographic scenarios we often
want/need to protect against malicious behavior of the participants. Therefore,
strengthened versions of secret sharing have been proposed and studied over
the years. One natural strengthening is to require that the shared secret can
be recovered even if some players hand in incorrect shares. This is sometimes
referred to as robust secret sharing. Formally, it is required that if all the n
players pool together their shares, but up to t of them are incorrect (and it is
not known which ones), then the shared secret can still be reconstructed (except
maybe with small probability). Robust secret sharing has direct applications to
secure storage and unconditionally secure message transmission. The goal of se-
cure storage is to outsource the storing of sensitive data to a group of servers, in
such a way that any coalition of up to ¢t dishonest servers does not compromise
the privacy nor the retrievability of the data. In unconditionally secure message
transmission, as introduced in [8], (for follow-up works, see [9, 10]) a sender wants
to send some message to a receiver via a communication network that consists of
n wires of which up to ¢t may be under the control of an adversary, and privacy
and receipt of the message should be guaranteed. It is immediate that “good”
robust secret sharing schemes lead to “good” secure storage and “good” secure
message transmission schemes. Furthermore, robust secret sharing schemes may
act as stepping stone towards secret sharing schemes with yet stronger security
guarantees. For instance, a verifiable secret sharing (VSS) scheme, as introduced
in [4], additionally protects against a possibly malicious dealer who hands out
inconsistent shares.

It follows immediately from the theory of Reed-Solomon error correcting
codes that Shamir’s secret sharing scheme is robust if (and only if) ¢ < n/3.
On the other hand, it is easy to see that robust secret sharing is impossible if
t > n/2, and alternative definitions are needed [12]. Therefore, in this paper,
we consider the range n/3 < t < n/2. In this range, robust secret sharing is
possible, but only if one admits a small but positive failure probability. What
makes robust secret sharing in the range n/3 <t < n/2 tricky is the fact that,
say, Shamir shares alone do not carry enough redundancy to recover the correct
secret in the presence of faulty shares, not even in principle. Indeed, if n = 2t 41,
and si,...,S, are Shamir shares of a secret s but ¢ of the shares are incorrect,
then any t + 1 of the shares lie on a degree ¢ polynomial and thus could actually
be the t + 1 correct shares. There is no way to reconstruct the correct secret
s from the list of partly modified Shamir shares. Additional redundancy needs
to be added to the shares to permit reconstruction in the presence of incorrect



shares. In the computational setting, this can be done by means of commitments
(as e.g. in [16]); however, we aim for unconditional security, i.e., we do not put
any computational restrictions on the adversary.

In this paper, we address the question of how much redundancy needs to be
added to the shares in order to obtain robustness, for the maximal possible value
of t, i.e., when n = 2t + 1. In other words, how small can the shares be in robust
secret sharing?

KNOWN SCHEMES. Interestingly, rather little is known about robust secret
sharing with unconditional security for the range n/3 < t < n/2. To the best
of our knowledge, up to small modifications, there exist two known (classes of)
robust secret sharing schemes for this setting; we briefly discuss them here.

The first one is due to Rabin and BenOr [17] (called “secret sharing when the
dealer is a knight” there). The Rabin-BenOr scheme consists of standard Shamir
secret sharing, but enhanced my means of an (unconditionally secure) message
authentication code. Specifically, for every pair of players P; and P;, P;’s Shamir
share s; is authenticated with an authentication tag 7;;, where the correspond-
ing authentication key key;, is given to player P;. During reconstruction, every
player P; can then verify the correctness of all the shares with the help of his
authentication keys (and he detects every incorrect share except with small prob-
ability). If the reconstruction is performed by an outside reconstructor R that
has no authentication keys, the reconstruction is slightly trickier. Every share s;
is then declared to be correct and used for reconstructing the secret by means
of Lagrange interpolation if and only if it is accepted by the authentication keys
of at least ¢ + 1 players.

In order for this scheme to have a failure probability (in reconstructing the
correct secret) of 27", the message authentication code must have a failure prob-
ability smaller than 27, which means that keys and tags must be of bitsize at
least k. As a consequence, beyond the actual Shamir share, every player gets
another 2(nk) bits of redundancy as part of his share.’

The other scheme was first pointed out by Cramer, Damgard and Fehr [5],
based on an idea by [3]. This scheme works as follows. Using standard Shamir
secret sharing, the dealer shares independently the actual secret s € F, a ran-
domly chosen field element r € T, and its product p = s - r. To reconstruct the
secret, the reconstructor does the following for every subset of t 4+ 1 players. He
reconstructs ', v’ and p’, supposed to be s, r and p, respectively, using the (pos-
sibly partly incorrect) shares of these ¢+ 1 players, checks if s’-r' = p/, and halts
and outputs s’ if it is the case. One can show that for any subset of ¢t + 1 players:
if s # s then s'-r' # p’ except with probability 1/|F|. Thus, taking into account
union bound over all subsets of size t + 1, choosing F to be of cardinality 27t
gives a robust secret sharing scheme with failure probability 27 and shares of
size O(k +n).

5 There are some additional log terms that we ignore, for instance due to applying
union bound over the players.



Hence, much less redundancy is added to the actual share than in the Rabin-
BenOr scheme.® Furthermore, it is not too hard to see that an increase in share
size of k bits is necessary for robust reconstruction (with ¢ < n/2); thus, this
scheme has close-to-optimal share size (at least if n is of order ). The obvious
downside of the scheme is that the reconstruction has exponential (in n) running
time, as it loops over all possible subsets of size t + 1. Up to now, it is not
known if there is an efficient reconstruction procedure for this robust secret
sharing scheme. Another drawback of this scheme is that it is insecure in case
the dishonest players get to see the shares (of 7) of the honest players before they
have to submit their own shares. Thus, it cannot be used, say, if reconstruction
is performed by the (partly corrupted) players, and the adversary is rushing,
meaning that the corrupt players wait with announcing their shares and then
rush to announce their (correspondingly modified) shares.”

The latter scheme can be understood as being obtained, in a generic way,
from a secret sharing scheme that allows error detection, i.e., that detects if a set
of t + 1 shares contains some incorrect ones (but can not necessarily tell which
ones). Indeed, as rigorously analyzed in [14], any secret sharing scheme with
error detection (as in [20, 3,15]) can be transformed into a robust secret sharing
scheme by looping over all sets of size t + 1; but of course, any such scheme will
suffer from the same exponential running time. For dishonest majority, a notion
of identifiable secret sharing is explored in [12].

OUrR CONTRIBUTION. We propose a new robust secret sharing scheme that
combines the advantages of both the above schemes. Our new scheme has a
similar overhead in share size as the scheme by Cramer et al., i.e., of the order
O(k + n) rather than 2(kn), yet it is computationally efficient, meaning that
sharing and reconstruction run in polynomial time in n, x and the bitsize of
the secret. Furthermore, security is preserved when reconstruction takes place
among the partly corrupted players and the adversary is rushing.

Maybe somewhat surprisingly, the sharing procedure of our new robust secret
sharing scheme is identical to that of the Rabin-BenOr scheme, except that we
use a message authentication code with short keys and tags and with correspond-
ingly weak security. In order to compensate for that, we need a more sophisticated
reconstruction procedure, which inspects the acceptance graph, which describes
which share is accepted by which player’s key, more carefully. Essentially, the
idea is to accept a share as being correct not as soon as it is correctly verified by
t+1 players (as is the case in Rabin-BenOr), but only if it is correctly verified by
t + 1 players that hold accepted shares. In other words, once a share is declared
incorrect, then this player’s vote is not counted anymore, making it harder for

5 If the bitsize of the secret is much bigger than &, then one can employ an adaptation
of the scheme for which  and p can still live in a field of order 2°7™, and thus the
redundancy added to the actual share of s remains O(k + n) (see [6]).

" We stress that the Rabin-BenOr scheme does not suffer from this when the recon-
struction is done in two rounds, where the players first announce their shares and
tags, and only once everyone has revealed their shares and tags, then the keys are
revealed. Looking ahead, the same will hold for our new scheme.



other incorrect shares to be accepted. In order to take care of a few incorrect
shares that might survive, Reed-Solomon error correction is applied to the set of
accepted shares. As will be seen later, although the basic idea of the new scheme
is rather simple, its analysis is not. What makes the analysis tricky is that the
probability of a bad share being detected now depends on how many other bad
shares are detected. Thus, we cannot analyze the bad shares independently.

Interestingly, in [5] Cramer et al. prove a lower bound of {2(kn) on the nec-
essary redundancy in the shares necessary to reconstruct a shared secret in the
presence of up to a minority of incorrect shares. The discrepancy to our positive
result stems from the fact that they consider a slightly stronger notion of robust
secret sharing (which they called “single-round honest-dealer VSS” there): the
reconstruction procedure must produce the correct secret except with probabil-
ity 27, but if it fails then it must output “failure”. Thus, in their definition,
reconstructing an incorrect secret is strictly prohibited, whereas we allow recon-
struction of an incorrect secret with negligible probability. Also, they assume
that reconstruction is done by the players with one round of communication and
then each player deciding locally (possibly based on some part of his share he
did not announce) on the reconstructed secret. Our new scheme does not seem
to fit into this model since its security crucially relies on the fact that players
release their shares in two rounds.

2 Preliminaries

2.1 Robust Secret Sharing

In order to define the robustness property of a secret sharing scheme, we formal-
ize the latter by means of two interactive protocols, Share and Rec, where Share
involves a dealer D and n players Py, ..., P,, and Rec involves the n players and
a reconstructor R. More formally, an n-player secret sharing scheme for a mes-
sage space S consists of two phases, the sharing and the reconstruction phase,
specified by two protocols Share and Rec. During the sharing phase, the dealer
D takes as input a secret s € S, locally computes shares oy, ...,0,, and sends
the i-th share o; to player P; for every ¢ € [n]. During reconstruction, player
P; (for every i € [n]) communicates, possibly by means of several synchronous
communication rounds, o; to the reconstructor R. Based on the received shares,
R then produces an output s’, which is supposed to be the original secret s.
Before we formalize the security requirements, we specify the capabilities
(and limitations) of the adversary that tries to break the scheme. During the
sharing phase, the adversary remains inactive, and he does not get to learn any
information at all. In particular, he does not get to see the shares that D sends
to the players. After the sharing phase, the adversary can adaptively corrupt
up to t of the players P; (but not D), where t is some parameter.® Once a
player P; is corrupted, the adversary learns P;’s share o;, and from now on,

8 Since the sharing phase only involves one round of communication from D to the
players, it does not help the adversary to corrupt players during the sharing phase.



the adversary has full control over P;. The corruptions being adaptive means
that after each corruption, the adversary can decide on who to corrupt next
depending on the shares he has seen so far. During the reconstruction phase,
the adversary gets to see the communication between all players P; and the
reconstructor R.° Furthermore, he controls the information that the dishonest
players send to R. Namely, in every communication round, he can decide for
every dishonest player on what this player should send to R, depending on what
he has seen so far and depending on what the honest players have sent to R in
the current round. The latter means that the adversary is rushing. Finally, if he
has not yet corrupted t players, he can between each round of communication
adaptively corrupt additional players, as long as the total number of corrupt
players does not exceed t. We stress that the adversary cannot corrupt D or R.

Definition 2.1. An n-player secret sharing scheme (Share, Rec) is (t,d)-robust
if the following properties hold for any distribution of s € S and for any adversary
as specified above.

Privacy: Before Rec is started, the adversary has no more information on the
shared secret s than he had before the execution of Share.

Reconstructability: At the end of Rec, the reconstructor R outputs s' = s except
with probability at most §.

It is known that in any (not necessarily robust but perfectly private) secret
sharing scheme, the bit-size of every share o; is at least the bit-size log|S| of
the secret. In this paper, we are interested in how much redundancy needs to
be added to this minimal share size in order to achieve robustness, i.e., in the
quantity max;(log |X;|) — log|S|, where X; denotes the set of all possible shares
o; for player i. We call this quantity the overhead of a scheme.

2.2 Message Authentication Codes

A message authentication code (MAC) is a tool that enables to verify the in-
tegrity of a message. Unconditionally secure MACs were initially invented by
Carter and Wegman [21,22]. We give here a definition that suits our needs.

Definition 2.2. A message authentication code (or MAC) for a finite message
space M consists of a function MAC : M x K — T for finite sets K and T .
Such a MAC is called e-secure if for all m,m € M with m # m and for all
T, TET:

P[MAC (i, K) = 7| MAC(m,K)=1] <94,

where the random variable K is uniformly distributed over K.

9 Tt may look unnatural at first glance that the adversary does not get to see the com-
munication between D and the players, but he does get to see the communication
between the players and R. The reason why we want to allow him to observe the
communication with R is that in certain applications, it is actually the set of all
players that wants/needs to reconstruct the secret. In this case, whenever the recon-
struction procedure dictates player P; to send some information to R, it has to send
that information to all the players. But this of course then means that if at least
one of the players is corrupt, then the adversary gets to see all the communication
intended for R.



It is well known that if M is a finite field F, then MAC : F x F? — F with
(m, (o, ) — a-m + [ is a e-secure MAC with ¢ = 1/|F|. More generally, as
first shown in [7,13,19],

d
MAC : F* xF> = F, ((m1 ..., mq), (@, ) = Y _a'-m; + 3
k=1
is a e-secure MAC with e = d/|F|.

2.3 Reed-Solomon Error Correction

Let F be a finite field, let n’ be a positive integer, and let x1,...,x,  be pair-
wise distinct interpolation points in F. We consider the problem of recovering a
polynomial f(X) € F[X] of degree at most ¢, when given a perturbed version
of its evaluations (f(x1),..., f(x,)), i.e., when given a vector (y1,...,y, ) for
which it is promised that y; = f(x;) for all but e of the indexes i € {1,...,n'},
where e is some parameter, but it is not known for which indices. This is known
as Reed-Solomon error correction. It is not hard to see, using Lagrange inter-
polation, that f(X) is uniquely determined from (yi,...,yn/) if (and only if)
n' >t + 1+ 2e. Indeed, if there are two such polynomials, then they must co-
incide in at least t 4+ 1 points, and hence are identical. Furthermore, there exist
algorithms that permit to efficiently compute f(X) from (y1,...,yn’) in case
n’ > t 4+ 1 + 2e, for instance the Berlekamp-Welch algorithm [1]. A simplified
version of the original Berlekamp-Welch algorithm, provided by Gemmell and
Sudan, can be found in [11].

3 The New Scheme and Its Analysis

Let t be an arbitrary positive integer, and n = 2t 4+ 1. Consider Shamir’s secret
sharing scheme over a field F with |F| > n, with pairwise-distinct non-vanishing
interpolation points z,...,x, € F. Furthermore, let MAC : F x K — 7 be an
g-secure MAC with message space F. The sharing procedure Share of our new
scheme is presented in Figure 1.

Local computation: On input s € F, the dealer D chooses a random sharing
polynomial f(X) € F[X] with degree at most ¢t and f(0) = s, and he computes
the Shamir shares s1 = f(z1),...,8n = f(xn). Furthermore, for every pair
1,7 € [n], he chooses a random key,; € K and computes 7;; = MAC (key,;, 5:)-

Share distribution: For every i € [n], the dealer D sends to player P; the share
g; = (Si, Tily+ -+ Tin, key“, ey keym)

Fig. 1. Sharing procedure Share.



The new sharing procedure is identical to the sharing procedure of the Rabin-
BenOr robust secret sharing scheme, except that we describe it by means of
an arbitrary MAC. However, in the end we will use a MAC with short keys
and tags and a correspondingly weak security, which would render the original
Rabin-BenOr scheme insecure. The reader may think of ¢ being 1/n; indeed, as
we will see later, this will give us d-robustness with § approximately 27"/4.

In order to deal with a non-negligible ¢ for the security of the MAC, we
need a sophisticated reconstruction procedure. The idea is to inspect the ac-
ceptance graph, which describes which share s; is consistent (together with the
corresponding tag) with which authentication key key;,;, more carefully. Instead
of accepting a share s; as being correct as soon as it is consistent with (the keys
of) at least t + 1 players (which means that a dishonest player only needs to
fool one honest player to get his share accepted), we will require, for a share to
be accepted, that it is consistent with at least ¢t + 1 players that hold accepted
shares. In other words, once a share is declared incorrect, then this player’s vote
is not counted anymore, making it harder for other incorrect shares to be ac-
cepted. Some might still survive, though; to take care of that, Reed-Solomon
error correction is then applied to the set of accepted shares. The procedure is
described in Figure 2. It is easy to see that the set Z in step 2 is well defined and
can efficiently be computed by starting with the set of all i € [n] and inductively
eliminating “bad” players.

First round: Every player P; sends s; and 71, ..., Tin to the reconstructor R.
Second round: Every player P; sends key;,, ..., key;, to R.

Local computation:
1. For every 4,j € [n], R sets v;; to be 1 if the share s; is accepted by (the
key of) player Pj, i.e., if 7;; = MAC(key,;, si), and else to 0.
2. R computes the largest set Z C [n] with the property that

VieT: [{jeTlvy =1} = vy >t+1;
JET

in other words, such that every share of a player in 7 is accepted by at
least t + 1 players in Z.
Clearly, Z contains all honest players. Let ¢ = |Z|—(t+1) be the maximum
number of corrupt players in Z.

3. Using Berlekamp-Welch, R computes a polynomial f(X) € F[X] of degree
at most ¢ such that f(z;) = s; for at least (¢t 4 1) + § players 7 in Z. If no
such polynomial exists then R outputs L; otherwise, he outputs s = f(0).

Fig. 2. Reconstruction procedure Rec.



The intuition behind the security is the following. If the corrupt players hand
in only a few incorrect shares and many correct shares, then the incorrect shares
have a good chance of surviving since they only need to be consistent with the
keys of a few honest players. However, since there are only a few incorrect shares,
the Reed-Solomon decoding will take care of them. On the other hand, if the
corrupt players hand in many incorrect shares, then, because there are many
of them, some will probably be detected as being incorrect, which will make it
harder for the remaining incorrect shares because they now need to be consistent
with more honest players, which means that some more incorrect shares will
probably be detected, which will make it even harder for the remaining ones,
etc., so that in the end, hopefully only a few survive so that again Reed-Solomon
error correction takes care. The following theorem shows that the above intuition
is indeed correct. However, the formal reasoning is quite involved, as we will see
later.

Theorem 3.1. For any positive integer t, any finite field F with |F| > n = 2t+1,
and any e-secure MAC' : F x K — T with e < 1/(t + 1), the pair (Share, Rec)
forms an n-player (t,§)-robust secret sharing scheme for message space F with

§<e-((t+1e) (/2

where e = exp(1).

The crucial property on 4 is that it is not of order €, as in the Rabin-BenOr
scheme, but of order ("), This allows us to reduce the authentication key and
tag sizes by a factor (linear in) n.

Specifically, we can get the following instantiation. Let A be an arbitrary
parameter, and let GF(2™) be the binary field with 2™ > n elements. By Sec-
tion 2.2, there exists an e-secure MAC : GF(2™) x K — T with K = GF(2})?
and 7 = GF(2*) and € < m/2*. By Theorem 3.1, the resulting secret sharing
scheme is d-robust for § < e- ((t+1)m/2*)#+1/2 Therefore, for a given security
parameter k, setting A = [log(t + 1) + log(m) + t%(/@ + log(e))], we obtain
0 < 27% and every share consists of the ordinary m-bit Shamir share plus an
overhead of

3nA < 12k + 3n(log(t + 1) + log(m) + 3)

bits.

Corollary 3.2. For any positive integers t, m, k, and for n = 2t+1, there exists
an n-player (t,8)-robust secret sharing scheme for message space S = {0,1}™,
with § = 27" and an overhead of O(k + n(logn + logm)).

We will now prove Theorem 3.1. Although the idea for the new scheme is
rather simple and natural, the security analysis is non-trivial. One reason is that
it is not clear what the optimal strategy for the adversary is. In comparison,
in the Rabin-BenOr scheme, it is obvious that the best the adversary can do is
to have every corrupt player hand in an incorrect share and hope that at least
one gets accepted. In our new scheme, however, it might be advantages to have



some corrupt players hand in correct shares; the reason being that such players
could support incorrect shares of other corrupt players, making it easier for them
to survive the elimination round. On the other hand, having too many corrupt
players handing in correct shares will facilitate Reed-Solomon decoding. Another
reason is that there seems to be some circularity: in order to argue that many
incorrect shares get eliminated, we want to argue that incorrect shares need to
be accepted by many honest players in order to survive, but this is only true
once many incorrect shares got eliminated.

Our proof below is pretty much “brute force”. We work out a bound on the
failure probability (for an arbitrary strategy) by essentially listing all possible
scenarios of which incorrect shares might be accepted by which honest players,
and then we simplify the resulting unhandy expression.

Proof (of Theorem 3.1). Privacy is obvious. It remains to prove the recon-
structability property. Consider the state of the reconstruction phase right before
the second round of communication, i.e., after R has received the shares and tags,
but before the keys are communicated. We may assume that at this stage, the
adversary has corrupted ¢ players. We define the following sets. A C [n] is the
set of corrupt players i that have handed in a modified Shamir share s;, and
P C [n] is the set of corrupt players i that have handed in the correct Shamir
share s;. It holds that |A| 4 |P| = t. The remaining set H = [n] \ (AU P) is the
set of uncorrupt players.10

We consider the probability space specified by the random choices of the
authentication keys held by the uncorrupt players, conditioned on the shares
and tags handed out by the dealer D during the sharing procedure, plus the
choices of the (possibly modified) authentication keys claimed in the second
round of the reconstruction procedure by the corrupt players. For every pair
i,j € [n], we can define the binary random variable V;; that specifies if player
P;’s (possibly incorrect) share with the corresponding tag is accepted by player
Pj’s key. Since the authentication keys of uncorrupt players have been chosen
independently, all the V;; with ¢ € [n] and j € H are independent. Also, V;; =1
with probability 1 for every pair ¢,j € H, i.e., honest players accept each others
shares. Furthermore, by the security of the MAC (Definition 2.2), P[V;;=1] < ¢
for all i € A and j € H. Finally, it is not too hard to see that it does not help the
corrupt players to hand in correct Shamir shares but incorrect authentication
tags: a player in P that is eliminated is of no use for the adversary; thus, we
may assume that V;; = 1 for every pair ¢ € P, j € [n].

It follows that the set 7 computed during Rec (which depends on the V;’s
and thus we treat it as a random variable here) contains H and P with certainty.
Thus, the reconstruction procedure is guaranteed to output the correct secret if
at most p players i € A end up in Z, where p = |P|. Indeed, if |[ANZ| < p, then
the requirement for Reed-Solomon decoding is satisfied (see Section 2.3 with
n'=|I|=t+1+c=t+1+p+e wheree=|ANZ| < p), and the polynomial

10 The mnemonic is: A for actively corrupt, P for passively corrupt, and H for honest,
but we stress that the players in P are merely passive with respect to their respective
Shamir shares s;; they may very well lie about their authentication keys and tags.



f(X) computed during Rec is guaranteed to satisfy f(x;) = s; for at least t + 1
correct shares, and thus it is the correct sharing polynomial and f(0) the correct
secret.

It thus remains to analyze the probability P[|.ANZ| > p|. For this, it is
sufficient to consider the case p < (¢t — 1)/2; indeed, if p > (¢ — 1)/2 and thus
p > t/2 then obviously |A| < p and hence P[|ANZ| < p] with certainty. Actually,
we will now show that P[ANZ| > 0] is small if p < (¢t — 1)/2.

We can write P[|ANZ| > 0] =, P[|ANZ| = {] where the sum ranges from
£=1tot—p. In order to bound the probability P[|ANZ| = {], it is convenient
to introduce for every i € A the random variable

Ni=) Vij=|{i e H|Vi;=1}
JEH

)

i.e., the number of honest players that accept P;’s incorrect share. Note that
since the Vj;’s are independent for all i € [n] and j € H, so are all the N;’s. We
can now bound P[|ANZ| = /] for an arbitrary ¢ in the range 1 < ¢ <t —p as
follows.

P ANZ|={] < P[HACA: (JA|=ON(VieAs : Ny > t+1—p—10)]

< Y PlVieA :Ni>t+1-p—{]

Ao CA
[Ao|=£

= Z HP[NiZt-i-l—p—E]

AoCA e A,
| Ao |=2¢

< > I PBHCH: (Ho| =t+1—p—O)A(Vi€H : Vij = 1)]
Ao CA €A,
[ Ao =t
<> 1II P[VjeMH., : Vij =1]
Ao CA Ge A, HoCH
[Aol=¢ |Ho|=t+1—p—2

Now, since P[VjeH, : Vij =1] = [[jen, PlVij = 1] and P[V;; = 1] < ¢ for all
i € Aand j € H, we can proceed as follows, where we write a = |A| =t —p >
(t+1)/2and € = (¢t + 1)e.
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where the very last inequality follows from & = (t+1)e < 1 (by assumption on €)

and the fact that min{¢(a — ¢+ 1)|1 < ¢ <t —p = a} = a, which can easily be
verified.!! We can now conclude that

=a

3

@—0! = a0

t—p t— ~a

5
PlIANTI| > 0] = PllANI|=1¢ <
MnZ)> 0= 3 PlUNT =4 <Y ==
=1 (=1
a—1 1 00 1
~a - ~a - =(t+1)/2
<EY pSEl s ¢
k=0 k=0
which proves the claim. a

4 Conclusion and Open Questions

We have shown and analyzed a new robust secret sharing scheme, which com-
bines the computational efficiency of the Rabin-BenOr scheme [17] with a close-
to-optimal overhead of O(k + n) in the share size, as featured by the (computa-
tionally inefficient) scheme of Cramer et al. [5].

It is interesting to see that our new scheme is based on a completely different
approach than the scheme of Cramer et al., but displays the same order-n gap
to the known lower bound of {2(k) for the share size in robust secret sharing.
This raises the question of the true optimal share size in robust secret sharing:
is the linear term in n inherent, or is it an artifact of current constructions?
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